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CHAPTER 1

. Introduction And Executive Summary

This documen:t is the final report on novel techniques for

reducing the ECM vulnerability of tactical communications.

Tactical communications have been plagued by having had so

many constraints placed on them that there has,.in the past,
been little attentioﬁ.paid to the vulnerability of field sys-
tems to electronic countermeasures. Army tactical communica- f_
tions are applied in a wide variety of circumstances and hostile
environments. The systems employed include field radio HF,

VHF and UHF single channel and multichannel and SHF satellite
communications -both fixed and mobile. In addition, there are
line of sight microwave radio systems and UHF tropospheric
scatter over the horizon. The deployment of various tactical
field radios is prodigious and each system must frequently
operate in a grid network tied to a backbone transmission sys-
tem and switching centers. The application on the tactical Y
communication is widely varied and includes voice, data, mess-
age store and forward. Any or all of the information may be

analog or digital and may or may not be encrypted.

Vulnerability to jamming of such tactical communication
systems has been recognized for some time, but because of con- ‘j
£licting restraints cost, and the appareant unavailability of
a sufficiently small, inexpensive, and reliable technology t¢
implement ECCM techniques, these techniques have lagged behind.

ZCCM techniques come in many different forms and they in-
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clude various modes of spread spectrum (PN direct sequence,

frequency and time hopping, chirp, etc.), siznal cancellers,
diversity, coding, hall steering antennas, power control, and
transmission coordination among the favorites. In this study,
where we concentrate on multichannel digital communications we
address some ideas which would appear to have the greatest
possible impact on ECCM effectivene;s given, the constraints
inposed by the tactical scenario and even more specificalliy by
the nature of tactical nultichannel communications. These
constraints form a checklist of issues in tactical multichannel
communications which guided our thinking and they are:

[ ]

Small, stationary, isolated transmitter

Relatively low cost

®* Limited bandwidth availability and preassigned frequency

allocation

The quality of transmission may be allowed to depend cn

jamming conditions and on the priority class of the user

The availability of channels and the concomitant grade of !

service (G.0.S.) may be allowed to depend on jamming conditicns

and on the priority class of the user

’
® Highly sephisticated jarmers are unlikely (it could be

easier to destroy the antenna tower)
¢ There may exist a geometric distridutiocn of boih

friendly and unfriendly interferences.

This checklist, while formidable in the limita=ions tha<

3
(2]

inposes on what is achievabls, ices never<heless narcvs

-




the focus on those ECCM techniques which stand a chance Zor

success. The bright side of the picture is the anticipation
that VHSI and VLSI technique which will be available by 1985
will allow the practical implementation of many of the novel
ideas which today would appear too sophisticated. With this

in mind we have chosen for investigation six ideas which appear

E - to be promising. They are: 4

®* Channel monitoring and adaptive channel capacity
g .

‘ ' allocation (Chapters 2 and 3)

* Means for protecting the synchronization of multei-

channel édigital commupnications (Chapter 4)

®* The use of low rate block and convolutional codes in
lieu of traditional spread spectrum (Chapter 5)

* Adaptive null-steering antenna arrays (Chapter 6)

®* Bandwidth reduction with multiple alphabet signalling
{Chapter 7)

® Frequency Hopping systems (Appendix A).

The following is a brief synopsis of each Chapter of this

Tepor:.

Chapter 2 - Bit Error Rate Monitoring Using

Extreme Value Theory

In order to be able to react to a jamming condition, it
is necessary tc monitor the channel. 1In a digital system the
Hit error rate (BER) is the most logical and directly signiZ- o

icant variable to obsarve. Unfortunately, a working system ‘
M) i

quires a very low BER (< 10°°) so that long measurement




» .

times are often necessary =0 obtain an astimate of 3ER with

1

any reasonable confidence. YNow sinca the signal and noise

structure is known, it is possible to obtain estimates usiag 3

extreme value theory (EVT) more directly and more quicxly (with
fewer measurements than would appear to be necessary). The

% monitoring technique described here is relatively simple to

implement and is directly amenable for use in conjuction with

the dvnamic channel allocation scheme described in Chapter 3.

Chapter 3 - Dvnamic Allocation 0f Channel Capz2gitv

Given that we can monitor the condition of the channel and

determine whether or not a jammer is present, we could, ordi-
narily go intg a spread spectrum mode to provide processing
gaia (PG) and corresponding jam protection for communicationms. ‘1
However, since most tactical radios are bandwidth limited and
tend to use the available bandwidth to provide 6, 12, or 24

or more voice and data channels, it is not possible to merely
spread the emissions without some sacrifice. One way to ensure
verformance and protection for an important class of users is {
o use the bandwidth of possibly less important users during

an attack. This need not mean that the less important users

are denied access to communications but rather that their grade

L ~ of service (G.0.S.) may be lowered by increasing the probabilitv

that they will be denied access ts the service (dependiag cn the
J total demand). For example, while in a non-stressed situation

all users might have access to all channels, under stress

tiority class #1 might be assigned 30-100% of the channel




cagacity while a lower priority class might have access tc only

say 40% of the channel resources. The guestion is then how
does one make the assignment to keep some measure of overall
performance at a satisfactory level. In Section 2 we show a
method for making the allocation so that high priority users
maintain their GOS under jamming while lower priority users
still have reasonable, albeit reduced access to communications.
Specific examples illustrate the method. We believe the
method can be made adaptive in conjunction with the channel

monitoring scheme proposed in Chapter 2.

Chapter 4 - Susceptibilitv Analvsis O0f A Frame Svnchronization

Technigue For Multichannel Frequency-Hopped BNCFSK

Svstems In Partial-Band Noise Or CW-Tone Jamming

Perhaps the most vulnerable aspect of a multichannel time
division multipléxed digital signal is the mechanism and signal
format used for frame synchronization. If frame synchroni:za-
tion is lost or otherwise interferred with then the bit stream
becomes useless as an information signal. 1In this Chapter we
investigate the effect of various partial band jamming signals
on the frame synchronization. The analysif is presented in a
general form in order to permit parametric studies for optimi:z-
ing the frame synchronization anti-jam technique. Several
numerical examples are worked out of the given formulas in
order to show the effect of noise jamming without frequency
hopping, noise jamming and partial hardé jamming with frequency
hopping and various signal to jam ratios on the probability of

correct frame synchronization. It would appear that perhaps
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greater protection ought to be given to the frame svnch siznal

tnan has nitherto been the case. Several coding schemes are

possible candidates.

Chapter 5 - Low Rate Error Correcting Codes

As An Alternative To Conventional Soread Spectrum

-

Since direct sequence spread spectrum derives its nrccessing
gain by integrating over many DS chips per data bit, the mcdulated
DS signal can be viewed as s low rate code. The DS mcdulation
however is not exploited as a code since aone of its structural
properties (except autocorrelation) is exploitsad. Indeed DS
pseudo-noise can te viewed as an "inner" channel operation which
is undone by the receiver correlation and quite independent of any
data that is sent. As such it is an "applique'" and we should be
able to do better, at the same information rate; by coding. In
this CLhapter we propose a particular class of low rate linear
block codes because 1) they have the best distance properties
for their lergth and 2) they are amenable ts effective simple
majority logic decoding. We show the constructiasn of bHoth ancccéer
and decoder and present an analysis of the performance of these
codes. Because of the code structure, we can not only correct
erTors and thereby improve the bit error rate (3ER) for a given
spreaé spectrum over conventional methods Ciﬁ the range of
interesting Eb/No) but we can also detect errors which allow us
either to retransmit or to delete blocks with many more errors
than we can correct! There are many situations especially in

the transmission of digitiszed speech when it is preferable to
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delete error blocks than accept them. Thus the several persfor-
mance measures are analy:ed. They are bit error rate (3ZR),
undetected bit error rate (UBER), and data ti: deletion rate

r (DBDR). The analysis prompted numerical investigations by

computer and asymptotic analysis to determine the precise range

where coding gain (over spread spectrum) is achieved. In the

A

ange of Eb/N° of 10 dB or greater for hard decision decoding,

wn

ignificant coding gain is achieved. The BER can be reduced bv
orders of magnitude below that achievable by straight spread
spectrum. The UBER and DBDR are even more impressive. These
codes also lend themselves to soft decision decoding when coding
gains of 10 dB or more are theoretically possible down to 3 dB.
Further in this chapter, we propose a new class of very low

rate convolutional codes whichwe call "Complete Convolutional

Codes."” These codes are characterized by the property than for
constraint length X the generators consist of all 2k'1 binary

polvnomials (all tap connections) and hence formia vectar srace.
These codes have demonstratable good verformance ané coding gain
since we show that the free distance of the codes can be explicitly
derived and an upper bound on BER can be computed from this free
distance.

Significant a&vantages can be had by using coding as an

alternative or in conjunction with spread spectrum. These advantages

are summarized in the chapter.
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Chanter § - Adaptive Nul Steering Antenna Arravs

Perhaps the most promising of ECCM technigques available in
a bandwidth limited environment is that of null steering antennas.
[t may be possible to achieve 40 or 50 &3 of jamming margia wit?
hardly any substantial bandwidth expenditure. Furthermore,
tactical multichannel radioc communications usually exist on
stationary sites and do not have to operate on rapid angular
dynamics (as in a plane) so that perhaps costs can be manageable.
The problem ia adaptive arrays however, is that they mav be
vulnerable to "bliaking' jammers matched in period to the natural
modes of the array loops. In this section, a basic analvsis,
starting with first principles is made for adaptive antenna
arrays. Both the linear mean square (LMS) or Widrow algorithm
and the maximum signal to noise (SNR) or Applebaum algorithm are
considered. The important result is that we can determine the
exact deterministic transient solution and periodic solution of
the differential equations of the array. We believe that this
has never been done previously and that this will have an encrmous

impact on the understanding of the vulnerabilities and desizn of

adaptive arrays. In particular, it should shed light on the effects

of "blinking" jammers (a subject which has recently received much
attention by experimenters). Furthermore, the ability to solve

the equations explicitly for deterministic signals allows us

fortuitously to obtain the analytic behavior of the adaptive arTay

-
.=

under stociastic or noisy jamming signals. The pursuiz of
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approach should give us a fairly complete picture of the effects

of various jammers on adaptive arrays and the means to make them

more effective.

. Chapter 7 - Modulation and Spreading Technigues

This chapter presents the results of an extensive effort to

discover the optimum multialphabet modulation scheme to be used

with spread spectrum that will result in the "best" combination

iyt o 1

modulation/spreading with respect to a jammer under the constraint
of limited total bandwidth. Various modulation schemes were
considered including BPSK, QPSK, 1l6-ary QASK, FSK and the effects
that a number of jammers would have on them. It appears that

- QPSK for direct sequence on how coherent FSK with coding in a
frequency hopped system is best. The curves in this chapter can
be used to demonstrate the trade-off possible by using adaptive

and dynamic channel allocation as discussed in chapter 3.

Chapter 8 - Conclusions and Recommendations

This very brief chapter Is included to provide an overview
of which has been accomplisheé, how and whether scme of the ideas

that evolved during the course of this work ought to be implemented,

and some recommendations for further work both in analvsis and in

development.
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Apvendix A - Spread Scectrum 3acksr-ound

Frequency Heoving

In this appendix we provide an up to date and thorough
review of frequency hopping. This appendix together with those
of a companion report by S consultants are a self-contained

exposition of spread spectrum, its important features, problems

[,

and limitations. Several of the topics ia this appendix have nrot

appeared in the literature before. The treatment here includes

et s

the properties of frequency hopping, correlation, effects of
partial band jamming, the use of coding, acquisition, digical
frequency synthesiser and a comparitive analysis of freguency

hopping and direct sequences modulation.

ey
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CHAPTER 2

Bit Error Rate Monitoring Using Extreme-Value Theorv

The general technique and rationale for using extreme-value
theory (EVT) as the basis for a bit error rate (BER) perfcrmance
monitor is described in [2.1]. An appendix is included at the
end of this section which contains extracts from [2.1] and hence
it provides the basis for the remainder of this section. The
specific manner in which it will be used in the current study
will be described below.

As can be seen from either [2.1] or the Appendix, each of
the two BER estimates (i.e. one which estimates the number of
+1's in error and one which estimates the number of -1's ina
error) depends upon two parameters. One parameter (labeled u)
is a function of both the location of the initial distribution
as well as the spread or the standard deviation of the distri-
bution of the underlying samples, while the second parameter
(labeled c¢) is inversely proportional to the standard deviation
of the initial distribution. When estimating the number of
-1's in error one is interested in the right hand tail of
the density and hence, in the notation of [2.1]-[].5], in the
parameters u, and an- Analogously, the parameters uq and ey
are appropriate for estimating the left-hand tail of a density
and hence are used to estimate the number of +1's in error.

I£ it is assumed that we are dealing with a cocherent

QPSK system and that we are estimating the BER in one of the

two biphase channels, then for equally likely input <Zata, the




aumber of +1l's in ervor should, on the average, ecual the number

0f -1's in error. Also, from the defining equations for 2.,

Ug, 3y in the Appendix, it can be seen that for this situation,
= - 2.1
Uy 4 C )
and
~ = & Z‘Z
*n “1 ( )

Using these two equations, it is reasonably straightforward to

determine when a jammer is present. Consider, for exampls, a tone
A}

jammer, the effect of which is to cause a shift in the probapility

-

ic. Figure 2.1 illustrates 3

t

density of the final test statis
typical situation. Figure 2.la shows the density functicns when
the jammer is not present. Figure 2.lb shows the effect ¢f the
jammer assuming the shift (due to the jammer) is to the right.
It is clear that many more +1 decisions will bve made than -1
decisions, hence the existence of an outside disturbance (e.g.
‘a2 jammer) has been confirmed. Alternately, u1>>!unl, thus vio-
lating Eq. .(2.1). '

I[f instead of being a tone jammer the interference had been
a noise jammer, the situation would look as shown in Figure 2.lc.
Now the number of +1 decisions is still equal to the number of
-1 decisions, but because the variance of either density is much
larger than what it initially was, the values of @, °T a will be
much smaller, thereby indicating the presence of an ocutside dis-
turbance. This latter statement assumes that reasonadble esti-
mates of :l'and.an, say &1 and an, respectively, can be

obtained when the jammer is present and
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Figure 2.1 Qualitative Effect of Jamming
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before any counter-measures have been taken tc combat the jammer.

This will only be the

(8]

ase if a learning pericd is provided
during which time the receiver knows'whether a given sanmple
is a =1.

If this learning pericd Is not provided, cne can still
get an indication of the jammer's presence in the following
manner: As described in{l], the parameters @y, G4, Ugs and U,
are all estimated using the extremes (2ither maxima or minima)
of sets of n samples. When the learning pericd is afsent, some
0 those extremes will Be incorre;:, and in particular, when
the noise jammer is present, most of these samples will be
incorrect. However, they will he incorrect in a very specific
manner, namely they will all be very close to the threshold
used to distinguish between :1's (zero in this case). This
will result in a very small standard deviation and hence a
very large value of &. Hence even though an incorrect value
of & is being obtained, it will nonetheless te different
enough from the value of & obtained when the jammer was absent
to clearly indicate the jammer's presence.

Having determined the fact that the system is being ;jammed,
it remains to indicate what response to the jammer the system
should initiate. 1Ideally, one would like to use just enough
counter-measure (e.g. spectrum spreading) to bring the system
back to where it was (in a BER sense) before it was jammed.
Tais, however, requires precise Xnowledge of the 3ER while

tae system is being jammed and before any csunter-measure is

initiated. Because EVT is only accurate on the tail of a




density, and because the svstem at this point is no longer

operating on the tail, accurate BER estimation using EVT cannot
take place. Therefore, a compromise is to spread the spectrum

some predetermined amount, say 50% of the total possible spread,
and test to see if this puts the system back on the tails (e.g.

test to see if the estimated parameters 01, Q §&,, and &n

n’ ~1

return to their pre-jamming values). If it does, operate the
system as it is, if it does not,.spread the spectrum the remain-
ing 50%. Assuming the system has at its disposal enough pro-
cessing gain to nullify the jammer, the system will at one of
the two steps abeve return to operating at a low BER, ;nd accur-
ate BER estimation can then once again take place.

To verify the above procedure essentially requires a com-
puter simulation. However, some indication of how it will
perform can be obtained by assuming a specific system and using
the true parameter values whenever they are needed. Therefore
assume we are looking at the inphase channel of a QPSK svstem
(ot équivalently a simple BPSK system) consisting of a coherent
demodulator followed by an integrate and dump filter. The
signal is received in the presence of additive white gaussian
noise (AWGN) of two-sided noise spectral density %? as well
as the (potential) presence of a gaussian noise jammer occupving
a bandwidth equal to that of the main lobe of the signal
spectrun.

There are two considerations that must be addressed in

evaluating the error-rate monitoring procedure for this situa-

tion. Since, as was indicated above, for the noise jammer the




t has to 5e ascertainsd that
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Xey parameters are 3 and =

4
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thase values do indeed undergo a significant enough change in
value when a jammer is present (from what they were when the

jammer was absent), and that given a sizable 2nough change in

(49

value, this change can be estimated from samples of the detacte
waveforn.
Consider the first question. Because both the noise and

e receiver

h
ct
tye

interference are gaussian, the output statistic o

has a symmetrical probability density. Under thi on, it

e

b

cendit

(7]

is straightforward to show that 2 2. Therefcre cnly values -i

of ay need be considered. For any density, a, is defined by

=1
@, = nf(u,) (2.3)
where uy is the solution of the following equation (see th
Appendix): ‘
F‘(u) = L (7 4)
1 n =

In (2.3) and (2.4), F(:) and £(') are the cumulative distribu-
tion function and probability density function, respectively, of E
the output statistic and the significance of n is explained in
(2.1]-[2.5] and will be seen below. If the signal ccmponent 1
of the output statistic for the problem at hand is normalized
t3 unity, it can be shown in a straightforward maaner that the

following equation holds:

F{\ul) =2 ) (

[R¥]
~s
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where E is the signal energy, S the signal power, J the jammer
power, 2%c the bandwidth in Hert:z of the mainlobe cf the signal

spectrum, T the duration in seconds of one data symbol, and

a st-
_ o(x) & 1.1 ¢ 7 gy (2.6)
Example /in =

- Assume now that the system is operating with an E/No of
10 dB and without any spréad spectrum processing gain. With
ne jamme} present, @, can be shown toc equal 14.6 when n=10°.

If a jammer with 30 dB more power than the signal (i.e. % = 30 dB)

in a bandwidth of 2%c = % suddenly starts to interfere with
signal, cthe value of o, Teduces drastically to 1.7 x 1073,

If the system uses this reduction in a, as an indication
of the jammer's presence and hence spreads its spectrum by a
factor of, say, 500 (i.e. 2fcT = 1000), N will then increase
to 4.4, This clearly indicates that while significant improve-
ment in system performance has been obtained by spreading the
spectrum, the spread was not sufficient to bring the svstem
back to the point it was before the jamming signal was received.
In any event, it is seen that 2 does indeed undergo a signif-
icant enough change in value.

Relative to the second question, suppose we have a learning

period available and that 2, is to be estimated by &, defined

as follows:

al é i C:'é}
ye8 .
““min
- 17 -
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where

LN T

is the estimate of the standard deviation of the minimum of n
samples of the output statistic and is obtained 2y computing
the Sample standard deviation of N samples, each one being the
smallest from a group of n independent samples of the output
of the receiver. The rationale for the estimate of (2.6) is
described in ([2.2] and [2.3]. Each of the X. in (2.7)

. imin
is the minimum of n independent samples, and Ymiq is the sample

mean of the N miaina.

Obtaining the exact probability density of &, does no:
appear to be tractable. Therefore, an approximation which i
becomes more and more valid is N increases will be used. In
(2.2] and {2.3], it is shown that ((:‘zl)°l is asymptotically aor-
mal with mean equal Eo l/::.1 and variance equal to l.l/le. There-
fore, using this asymptotic result, we obtain a confidence iater-

val on 4, as follows:

P {aal <4 < bal} =0 (B—) . 92 (2.8)

where a and b are constants and 3 (+) is defined in {2.6).

[£, for example, we are interested in the probadility of

il being within a factor of two of its true value when N=23

PV AN

then
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P{ <3 < 2e) 0= 985

Therefore, notwithstanding the fact that we are using an
asvmptotic result for finite N (e.g. N = 20), it appears that
one can indeed obtain an accurate enough estimate of ey to deter-

mine when the system is being jammed.

Conclusions

From the above results, it is clear that EVT can serve both

to indicate the presence of a2 jammer as well as to estimate the
average probability of error of the system once a sufficient

p
degree of processing gain is given the system to combat the
jammer. Furthermore, the actual implementation of such an
error rate monitor is relatively straightforward, requiring only
that extreme samples taken from sets of samples of the final re-
ceiver test statistic be accumulated and then used to compute
the estimates of the u's and the a's (e.g. Eg. (2.7)). From !
these estimates, the desired estimates of probability of error
as given by Eqs. (A.1l) and (A.2) of the Appendix are simply

obtained. i

i
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Appendix to Chapter 2

Review of Extreme-Value Theorv

Given a collection of n iid randem variables, there are
certain conditions on the distribution function of the randem
variables such that the distribution of the largest random

variabls from the set of n c¢an be expressed in an asvmptotic

V]

form (see, eo.g. (2.3]-[2.5]). Specificallv, Gumbel in [2.3]

shows there are three distinct asymptotic forms. OFf the three,
the so-called "exponential type'" appears to be of mos:t interest.
This limiting'form (for maxinum values) applies for any inictial
distribution which goes to zero on its right-hand tail in a
manner similar to an exponential. Im particular, it is shown
in the above references that, with F(x) and f(x) the initial

distribution and density functions, respectively, if

lim _£(x) _ _lim £'(x
x+» 1-F(x X2 x
then the distribution function of the maximum value is given by

Pmax(x)~' exp Eexp{-an(x-un)]]
where _

=1 - X
F(un) 1 5

and

-
-
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The analogous condition for the left-hand tail (i.e.,

minimum value) is as follows. If

lim £(x) _ lim £'(x
x+ = I(x x+-e T(X

then
Foin(X) = l-exp -exp[al(x-ul)l
where
F(ul) = %
and oy = nf(ul)

Since, in general, the underlying initial distribution is

unkaown, the parameters u Uy, and g have to be estimated

n’ °n’
from sample values. This usually proceeds as follows. A total
of K=nN samples Zrom a given distribution are taken and divided
into N groups of n samples per group. If it is desired to esti-

mate u, and L in each of the N groups the largest of the n

samples is chosen. From these N largest values, it can be

shown that a variety of procedures exist from which u, and s, can

be estimated. A method for obtaining maximum-likelihood estimates
of u, and a is described in (2.3) along with various other

estimation techniques.

It is desired to estimate u, and ¥, 2 similar procedur

using ninimum instead of maximum values can be nerformed. Finallvy,

appropriate estimates for the two types of error in a bdinary
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digital communication system are given by

Pe, = éexp[ﬂnixt-un)l

and

Peg = i‘e"P (21 (xg-uqp)]

where X, is the threshold that the system is operating with (2

b

zero for a 3PSK system) and where the two probatilities have

been labeled ?fa and Pfd ir analogy with classical radar notat

to represent the false alarm and false detection probabilicy

respectively.

.g2.

ion,

(A1)

(A.2)
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CHAPTER 3

Dvanamic Allocation of Channel Capacity

In the Interim Report for the period September 30, 1978
to January 31, 1979, a specific technique for the dynamic allo-
cation of channel capacity was presented. This technique made
use of an equivalent traffic model in which users from different
priority classes shared a certain percentage of the total
Tesources available, and were then credited with a certain
"effective" traffic which was in general greater than their
actual trafiic. This increase in traffic was of course due to
the fact that the channels assigned to a given user class, say

the ith

class, were in general available to other user classes
and hence affected the grade of service (GOS) (i.e. the proba-
bility that an incoming call will be blocked) cf a user in the
ith class.

However, further analysis c¢f that model demonstrated that
it had a significant flaw to it. This can be demonstrated as
follows: Assume a channel allocaticn between two user classes

is as shown in either Table 3.1 or Table 3.2 below.

Table 3.1
\\\\isfnnel «
¥ -
user # 1 2 5... .1y n,+l1 nl¢2. O o
1 b < x X . . « . X o] c. .. .. . .0

-

2 o] o] . . . . 0 X X . . « < . « X

Saveah.




channel +#
user # 1 2 3. . -5 n1+l nl+‘ . P o1
1 X X X .. . .0 X X ... . .0
2 ) o} 9 .+ .+ .0 x X . . . . . .X

In both allocation schemes, there are a total of C channels.
In the first scheme, userclass #1 has 2, channels fully dedicated
to it, while in the second scheme, user class #1 has access to
nl+1 channels, ny on a fully dedicated basis, and one chaanel

th

(the n,+1"") on a shared basis with user class #2. For a given
1

offered traffic of user class #1, say e; erlangs, it is physically

U

obvious that the GOS1 of user class #1 with the secona allocation
scheme has to be better than the GOSl with the first allocation
scheme. Yet because the GOSl of user class #1 was computed in
the Interin Report based upon the "effective" traific, which was
a linear combination of the actual traffic of user classes

#1 and #2, it is clear that for some value of e, (and all higher
values), the actual (i.e. offered) traffic of user class #2,

the GOS1 of the second allocation scheme will appear to be

poorer than the GOS1 of the first allocation scheme.

In other words, the flaw with the traffic model presented
in the Interim Report was the mdnner in which the shared trafii:z
was combined to yield the "effective'" traffic, this latter
quantity being the basis for the GOS calculations. Therefore,
Zor this present report, it was necessary =0 use a different

traffic model, and such a model will be presented below. While




the original motivation for changing to this new model was
tc avoid the flaw just described in the o0ld model, it turned
out that this new model had the further advantage of being easier
to use. In particular, whereas the first model required the
computation of the pseudo-inverse of an NxN matrix, N being the
aumber of priority classes, no such calculation is necessary
with the current technique. In what follows, the model will
first be described, and then numerical results illﬁstra:ing its
behavier will be presented.

Assume that there are three basic priority classes with n;

th

users in the i class, i=1,2,3, and let

be the total number of users. Let e be the number of erlangs

of traffic of the ith priority class, and let
A 3
e Z e, (3.2)
= im1 1 .-

While there are many types of priority assignments that
could be made, the following one will arbitrarily be considered
in the remainder of this section: User class #1 will have highest
priority, followed bv #2Z and then #3. All users from all classes
will have access to every channel. However, if a user from class
*#1 is blocked when éttempting to access one cf the channels,
that user will be allowed <o '"bump' one of the #5 users (pro-
viding at least one of the channels is in fact occupied by a

#3 user) and hence gain immediate access to the channel.

Given the above model, the grade-of-service (GOS) for a user

'
.
i

O A

it
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in each of the three priority classes will be computsd. Assune

chere are 3 totil of ¢ channels, where in general c¢<n and in

'l

most instances c<<n, and denote by P(¢,e) the probability o
blocking in a system with ¢ channels and e erlangs of traffic
as computed from the so-called Erlang-B model.
Consider user class #1. A call will be blocked in this

case only if all ¢ channelsare occupied by either other #1
users or #2 users. To compute this probabilizy, consider the
probability of one channel, say the jth channel, being occupiad
by a user from class #i. Denoting this latter probabilicy
oy Pi, we have

' Pi = P[channel j occupied by a user form #i | channel j is

occupied] - P[channel j is occupied].
The conditional probability on the rhs will be taken to be ni/n.
The second term on the rhs is computed as follows:
c

P(channel j is occupied] = I P[channel j is occupied|
k=0

exactly k channels occupied] - P[exactlv X channels occupi

c ek

= : .k- F
kmo ¢ § et
130 4"

Therefore

ad)




3.3), there is straightiorward to show

. - A s .
P(i,5,k,4) - P {i channels used by #1, j channels
k channels

2 channels

. : £
- c! ip Jp keq.w _p .
TT3rETeT T1 P2 Bs (1-P1-Pp-P3)

that

used by #2,
used by #3

not being used}

where i+j+k+l = ¢. Finally, GOSl, the GOS of a2 user in class #1

is given by

GOSl = P(c,el-*ez)PC

where
c ¢ .
P.2 T I THT PLi,3,0,0)
i=0 j=o0 -~
i+j=¢

~
(3]
.
U

~.2

and where P(c1e1+e,) is the Erlang B blocking formula for ¢

channels and el*ez,erlangs of ordered traffic.
For a user in class #2, the GOS is simply

GOS2 = P(c,el+ez+e3) = P(c,e)

Finally, Zo0o7 a user in class #3, the definition of GOS has to be

generalized somewhat. Since a #3 user can be "bumped"” from a

channel after he has started sending a message by a #1 user,

the GOS of a #35 use will be defined as the probability of either

being blocked or of being "bumped." Since these are mutually

exclusive events, we have

B bbb xS amis Bat sk i 4 ke e mkh
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The last term on the rhs of (3.83) is the probability that 2
user from class #1 wants to access a channel duriag the time thatz
a user from class #3 is transmitting and that no free channel
is available. To upper bound this probability, assume a #3
message uses one channel during the interval (o,t), where ¢
is a random variable with an exponential probabilicy density.
The probability that at least one user from class #1 wants to

access the channel during that t second interval is given by
P{at least one #1 arrives ia (a,t) |t} = l-e 1% (5.9

where Ay is the average number of arrivals/sec for user class +1.
Eq. (3.9) followed because of the assumed Poisson arrival density
for any of the users. To obtain the unconditional probability

that a #1 user arrives while the #3 is transmitting it is necessary

to average (3.9) over the density of t. Therefore

P{at least one #1 arrives while the #3 user is on}

3 At -t/ T A °1 -
= | [l-e E dt = 1 T = o = I¥e; (3.12)
o TS

where 1/u is the average duration of a message, assumed the
same £or any user in any priority class. Using (3.10), we have
P(bump) = P{(the #3 user is not initially blocked),

(a #1 user arrives while the *3 user is on),

(all channels are occupied when the #1 user arrives),
(0f all the #3 users using channels when the #1 user

arrives, this particular #3 is the one bumped): i

- 30 -
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< Pluser #3 not initially blockecd, a #1 user arrives while #3

user is on}

°1
= [l'P(C,e)]——-1+el (3.11

Therefore, combining (3.8) and (3.11) vields

e
GOS; < P(c,e) + [1-P(c,e)] Izé;

With the above equations, the performance c¢f the system can
be computed. Notice that the procedure itself is independent of
whether or not the system is being jammed. The presence or
absence of a jammer will determine how many channels are availa-
ble and hence what the GOS will be. Therefore there is a direct
coupling between the performance monitoring procedure described
in Chapter 2 and the capacity allocation scheme currently being
discussed. A simple flow chart is shown in Figure 3.1. The
boxes labeled "spread BW by 30%" control the number of channels
that are available. For example, if the only means at the dis-
posal of the system at a given point in time to, say halve
the net infcrmation bandwidth (and hence allow this now unused

bandwidth to be consumed bv extra spreading of the spectrum) is

to reduce the number of available channels, then these boxes
would initiate a command to reduce the number of available
channels by 50%.

Notice that both the priority arrangements and the specific
channel assignment can be performed b the same "switch".
All that is necessary is for the switch to keep infcrmation

about which priority class users are occupving which zhznnels.

- 31 -
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In that way the switch will be able to bump a #3 priority class
user when necessary (i.e. when all channels are occupied and

a #1 priority class user requests a channel) as opposed to
possibly bumping a user from either classes #1 or #2 by mistake.
Finally, if at a given point in time when it is necessary

to invoke this procedure there are Cs<Cy #3 class users occupying
channels, the choice of precisely which #3 to bump can be made

in 2 variety cf ways (e.g. randomly, the last to access a

channel, etc.

Equations (3.5), (3.7), and (3.11) were evaluated numerically

for several combinations of traffic parameters and the resul:s
are presented in Table 3.3. The assumption implicit in the
traffic values chosen in Table 3.3 is that the highest priority
users (i.e., users in class #1) only transmit a small amount of
traffic whereas the lowest priority users (i.e., class #3) have
by £far the greatest amount of traffic to transmit.

Upon examining the results ¢f Table 3.5, it can be seen that,
at least for the traffic values chosen, the GOS for user class
#1 is almost perfect (i.e. less than 10'5) except when there are
only three channels and even in that case, it is less than 10 -.
On the other hand, the GOS for user class #3 is uniformly poor

except when 24 channels are used in combination with E =1,

1
Z,=2, and 53'10 erlangs. Both of these resulits are direct con-
sequences of the priority assignment (i.e. the ability of #1

user <o "bump" a 43 user).

Also, as seen from 3. (3.7}, <he GCS of a user In class ¥1

. -
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is just that which would Be predicted by using the Erlang 3
formula ia which the total number of channels and the total"
traffic (i.e. E=El+E,*E31 are used. It is seen that if sav,

Es is 10 erlangs and E, is 2 erlangs, GCS, will seriocusly de-
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grade if the total number of cRanmels C is reduced from 24 to 12.

Therefore, for the particular parameter values used in Table 5.3,

this priority scheme only gives true protection in terms of GCS
to a user In class #l when the overall systam is being jammed
severely enough to cause a significant reduction (e.g. 30%) in
the number of channels that are availadls for use.

However, all the users in all priority classes that gain
access to the channels receive tle added protection azainst the

jammer that the increased processing gain allows. This can he

illustrated very simply 8y an example. Suppose there are initially

24 channels available and the offered traffic of 2ach of the
three user classes is as follows:

E, = 0.5

1

Assume the system is operating normally (i.e. it is not being

-

jammed) and no priority assignment is necessafy. From the Srlang

3 formula, the GOS of any user will be 1.3 x 19°°. Note that
this applies to any user in any priority class.

If a jamming signal is now detected, one can invoke the

prioricy system. If this is done without changing the total number

cf channels (i.e. C still equals 2!), the protection against :h

jammer will e whatever It would have been wizhout the pricriszy

- 34 -
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Table 3.5

Grade cf Service Dependence on Channel Allocation

Gos.
c El E, ES GOS1 GOSz (upper boundé)
2 .5 2 10 .2 x 10733 15 x 1072 .33
12 5 2 10 .71 x 10712 22 48
6 .5 2 10 .75 x 10°° .57 .71
5.5 2 10 .34 x 10°° .78 .85
24 .1 2 10 <107%7 87 x 107° .92 x 1072
12 .1 2 10 .16 x 10°%¢ 20 .28
6 .1 2- 10 .5=x10°° 56 .60
3 .1 2 10 .11 x 10°° 77 79
24 5 2 20 .11 x 10°°¢ 12 .41
12 .5 2 20 .29 x 10714 51 67
6 .5 2 20 .31 x 10°° .75 .83




assignment. However, the GOS for a user in class #1 will de-
crease to less than 10 i.e. it will effectivaly Rrave a
dedicated channel) while the GOS for a user in class #3 will EBecome
greater than §.33. A class #2 user of course will continue o
have a GOS of 1.3 x 1073,

If the jamming signal is reasonably strong, this will not
be a viable procedure. That is, some additional processing gain

will be needed and therefore suppose that the svstem gces to

the priority scheme and in addition reduces the numter ¢f channels

from 24 to 12. This will yield an extra 3d3 ia precessiag gain

agains the jammer and for all practical purposes will nct effect
<2

).

=1
the GOS of a user in class #1 (it will now 5e less than 19 ~

However, it will substantially degrade the GOS for a user in
class #2. Instead of being 1.3 x 10'3, it will now be 0.22.
Also, GOS3 will increase from 0.33 to 0.48.

The f£inal question then is what has this extra 3 d3 in
processing gain bought us? The answer to this question will be
deferred until Chapter 7 in which the performance of various
modulation/spreading techniques under different jamming conditions
is discussed.

In light of the above discussion, it can be seen that the com-
bination of the priority system with a variable number of channels
which is determined by the condition of the channels (i.e.
whether or not they are being jammed) can provide :the necessarv

channel accessibility to users haviang the highess prioriszv slus

'y

increased jammer protection to all users who gain access to a

channel. Finally, the specific priority scheme chosen Zere was




Only meant to be indicative of the type 0f strategy cne might
employ, and clearly numerous similar schemes (e.g. a #1 user
bumps both #2 and #3 users, while a #2 user bumps #3 users)

would be considered.

Conclusions

In summary, it has been demonstrated that a simple scheme

to dynamically allocate channel capacity on a priority basis
can, when used in conjunction with a2 procedure to monitor the
condition of the channels, guarantee access to the channels to
the high priority users, plus guarantee improved performance
to any of the users who are able to access a channel. This
improved performance arises because the process of reducing
the total number of channels in use (while still p;oviding a
good GOS to high priority users) allows the remaining channels
to spread their bandwidths to the greatest extent possible and
hence combat a jamming signal much more successfully then they

otherwise would have been able to do.

~2
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CHAPTER 4

Susceptibility Analysis of a Frame Svnchronization 4
Technique for Multichannel rrequency-HODDed BNGFSR :

Svstems in Partial-sSand Noise or Ch-Ione Jamming

4 4.1 Introduction

Jamming can affect a communication system in several ways.
It can attack the information-bearing signal directly, or it
can reduce system effectiveness through attacks on phase syn-
chrornization, spreading-code synchronization, etc. In this chap-
ter we consider the vulnerability to jamming of a frame synchro-
nization technique for a multichannel frequency-hopped binary
noncoherent frequency-shift-key system. We investigate the cases
of partial-band noise or CW-tone jamming. The derivations of
the key results will be presented in as general a form as possible,
in order to permit extensive parametric studies and optimizatioms.
The formulas are applicable to many special cases.

We let Nc represent the number of time-channels, with the
last one being the frame-sync channel. The receiver looks for
the time-channel which exhibifs a particular frame-sync pattern
of symbols over an interval of several frames. For the first
Nc-l time-channels, because of the randomness of the data within
them, there is normally a very small probability that one of
them would be mistaken for the svnc channel. Jamming may in-
Tease this probability, and alsoc may increase the probatility
that the correct channel may be missed during the search for

frame svachronization.

-
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t is of interest to study the systam vulnerability foer
acn-spread and also freguency-hopped svstems. For the Irequency-
hopped cases, we let Ns represent the total number of frequency
slots available for use, with two selected (for this binary
analysis) at any one time as "mark' and "space' frequencies.

In a partial-band jamming strategy, the jamming waveform pro-
duces energy in KS of the Ns slots, with Ks allowed to be,
conceptually, any number from one to Ns. We assume that the
system hops once per time-channel, in a pseudc-random manner
which is unknown to the jammer. It is further assumed tha:
the receiver is synchronized to the spreading ccde.

In the following secticn we derive certain key general _
results. These are then used to obtain specific results, which

are then presented in the next section.

4.2 Derivation of General Results

For the results obtained here, it is not necessary that
we éonsider specific jamming cases. These follow in the next
section. Let us assume that the recaiver has no prior knowledge
of the correct sync channel, and that it begins a search for a

frame-sync pattern in the ith

tine slot. The frame-sync pattern
is one of alternating "ones' and '"zeros'. The first time-slot
searched can therefore be any one of the Nc, with equal proba-
bilicy.

The testing for a particular tizme-slet involves checikiag
the ng consecutive biaary symbols in that slot over ag con-

secutive Zrames. IS at least b of :the 1, matca the syac

- 10 -
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rattern, then "Frame Sync" is declared by the receiver. Cther-

!
{
!

w{se, the testing ends £for that slot and is begun for the nex:
slot. This continues until a match is obtained. The results
obtained here provide the means for optimal chcices of both o
and b.
The following fundamental probabilities are required: ]
(a) Pi(FS) = probability of a false "Frame-Sync" decision 1

th

for the i time-slot

(b) Pi(CD) probability of a correct dismissal decision

th

for the i time-slot

=1 - P,;(FS)

probability of a correct "Frame-Sync'" decision

th time-slot (i = Nc) 1

(¢) Pi(CS)

for the i

(d) Pi(FD] probability of a false dismissal decision for

the i™®

time-slot (i = Nc)
=1 - P;(CS)
We now observe that the conditional probability of a
correct "Frame Sync" decisiorn, given that the search starts on {

the i time-slot, is

P[correct "Frame Sync" | search starts on the ithslot]

(p; ey 1Me ™t - [p, (cs)]

+

(25 (edy1%e™ - py ()] - rpg(eddNet - 2 ces))

e (4.1
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h

In (4.1), the jt term is the probability of a correct "Frame

th

Sync'" on the (j + 1)th test, given that search started on the &

Therefore,

P(correct "Frame Sync”]

il kil and

= Noq N2 j
= § ¢ o ° [P.(CD - [P, (CS - [P, (FD)]
s50 15 N, (P; (CD)] { ; (CS)] i
JON_-1)
- [P, (CD)] (4.2

But, since
N N.-i N_-1 N.-2
xS axc Lxc
i=l

b o (4.3

We obtain

P(correct "Frame Sync"]

j j(Nc'l)
o=y [Py(es)) - [Py (ED)? <[P, (CD)]
j=0 Ve LFy (F3)
. _
+ {1 - [P (CD)] ©} (4.4)

Additional simplification results from

t xJarexex?e. .. |

j=0

1 | .
*T-X (4.5




o e e e ey x i s

]

3
with o ! |

)

N -1 .
X = [P, (FD)] - [P, (CD)] ¢ (4.6

This leads 0
Pl{correct "Frame Sync¢")

N
[P;(CS)] - {1 - [Py(CD)] ©)
- - (2.7

‘ N.-1
NP, (FS)] + {1 - [P, (FD)] - [P.(CD)] © )

A statistic of some interest is E[j], defined and evaluated

below.
- jNL-1)
51 - 3 9 . [FaleSN [P, (FDY]) - [P (D)) €
jl = ’ P.(rS
j=0 N'c‘ { 1(1" )
N
{1 - [P (D)) ©} (4.8
Using
T joxd ex e ax?eosxde oo
' j'o
- ___5___7_ (4.9
(1 - X
yields
N N -1 ‘
[P;(CSY] - {1 - [Py(CD)] €} - [P, (FD)] - [P, (cD)] © :
E[j] = . ; . (4.17

Ne © [P;(FS)] « {1 - [P (FD)] - [P,(CD)) © }

Perhaps of more interest tkan E{j] is E[jicorrect "Frame Svnc'"]

which is found by dividing (4.10) by (4.7).




This gives

E(j | correct "Frame Svnc']

_ (py(FD)]

N_-1

(P;(C®] ©

Nc'l

In using (4.10) or (4.11), it should be recalled that (j +1)

represents the number of
Another function of

is equal to or less than

Pli 23,1

o [24(C9)]

» [Py FD) 1

attempts before '"Frame Sync" is declared.

interest is the probability that j

some value jo. This is derived below.

j (N -1)
[P; (D]

N

(1 - (e ]

j=0

Ne + [P, (FS)]

This is simplified by using

j=0
Jo*l
J1l-x0°

yielding

P(j < i,]

> P R S

i

N

/

N_-1j_ =1
_ [PCS)1-(1-(P (CD)] ©F-1-([P;(FD)]- (P, (CDY] & )7 °

N_-1

Ne+ [Py (FS)I-(1-[2; (FD)]- [P, (D) © "%

- 14 -

4.

(1.1

|
x
|



Zquation (4.134) could be used in solving for the value jo such

that P[j:jol is a given value, such as 0.9, .95, etc. Thus,

changes in jo’ as signal and/or jamming conditions change, rep-
resents a meaningful criterion for comparison (as do (4.7) and
(4.11)).

We next derive the general results, corresponding to the
above, for the false "Frame Sync" case. Consider, first, a
few special cases for the probability of a false '"Frame Sync"

decision on the (14-].)th attempt, given that search stated on

th

the i time-slot. For example,

._ .Th
P[False "Frame Sync" on lst Attempt | Search Starts in it? Slot)

N.-1i
=1 - [P(CD)] €

th

P[False "Frame Sync" on 2nd Attempt | Search Starts on i Slot]
Nc-i Nc'l
= [P;(CD)] ¢ -[P,(FD)]-{1-[P,(CD)]
P[False "Frame Sync'" on 3rd Attempt | Search Starts in ith Slot]

N

Nc-i 2 C-l Nc-l
= [P;(CD)] © T-[P (FD)) 2[R (D)) € - {1-[Py(DOY] € 3

The general result is

P[False "Frame Sync on (i*l)th attempt ! Search Starts on i:hSIOt]

N.-1
= 1-[P, (CD)] for 2=0

N_-1 L (2-1) (N_-1) N.-1

= [P,(CD)] € [P, (FDY] - (P, (CD)] (1-[p; (D)} ©

- 45 - for 2=1,2,3,..
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Thus we have

P[False "Frame Sync” on 15% Attempt]

c N_ -1
-z 2 . o-pien] oy
i=l NC
NC
(1-(p;(CD)]
I P ¢ 0 LAY IR
NC
{1-{P,(CD)] ©} .
a ] - .\fc ‘[Pl(F3)T (4.15.

Zquation (4.19) follows from the result

N .
< N_-1i N_ -1 N_-2
T X© ax® +XC 4.l ex+1
i=] : '
N
1-x © ,
o o (4.20,

For the other cases, (2=1,2,3,---), we have

P[(False "Frame Sync" on (2.4-1)th test]

N.-1 (2-1) (Ng-1)
1. 2 ¢
LR - CICON N CTCO IR LA G

N.-1
{1-(7;(CD)] ¢ 3

S1) N - N1 ¥
te, (eDy 2o rp; (e AT et g ite (emy1 ¢ Ter-t2, 0o S

Nc'{l-[Pi(CD)}




N -1 ¢ Nc'l Nc
([P, (FD)]- [P, (CD) © '} -{1-[P,(CD)] Pe{i-(P(CD3] T}

® N.-1 {4.2¢
N+ [P, (CD)] * [P, (FS)]
Now we evaluate
P[False "Frame Sync')
- I P[False "Frame Sync' on (l*ljth test] :
2=0 i
N, '
-1y - D
_ (N_-1)-N [P, (CD)]+ ([P, (CD)] |
NC-[Pi(FS)} 1
Nc-l Nc
[Pi(FD)]-{1~Pi(CD)] }-{1-[Pi(CD)] }
= 4,21
=T (
c
Nc-[Pi(FS)]-{l-[Pi(FD)]-[Pi(CD)] }
where the first term of (4.215 is (4.19) in different form, and
the second term uses (4.20) for the summation over the (2#0)
values. 1
In a similar manner for defining E[3i], equation (4.8),
we now define and evaluate E[2] for this false "Frame Sync"
case.
E{2] =  4+P[False "Frame Sync" on (£+1)th teét]
=0 ‘ (4.22
|
N -1 N. |
{1-{P, (CDY] © }-{1-[P,(CD)) . Ne-l e
- Z 2+{[P,(FD)]- [P, (CD)] }
N_-1 2=l z z

. ‘e
NP (CD)]




Again usiag (4.9), with tie =0 term dropping cut, we obtain

N_- N
(1-(2,(CD)] € 3+(1-7P,(CD)] i (P (FD)]
E(z] = 1 2
e T,
N [P (FS)]+(1-[P; (FD)]-[P; (CD)] ©

=4

To find E[z|False "Frame Sync"], divide (4.23) by (4.21).
Now we find the probability, for this false "Frame Sync”
case, which is analcgous to (4.14).

A

Q -
(1< ] =  P[False "Frame Sync" on (2+1) “tasz]
=9 220

NC
(Ne-1)-N_* [P (CD) [+ (P, ()]

NC * [Pi(FS) 1

N -1 N
{1- (7, (D] € 3-01-(2;(CD)] CF 24
L £®( (P, (FD)]-[P;(CD)

N -1
1=l
N (P;(CD)] € - [Py (FS)]

-

To simplify (4.24), we can use

X - 3
0 xt aX x>+ - rx®
221

Z

. (1% )

The resul: is

Nes
]

(4.27

(4.24,

12

.
»
¢

Famn
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N
(N.-1)-N [P, (CD) I[P, (CD)] ©
N 1P, (7S]

. ‘1 (4.2¢
N - 2
©1-[P; (FD)]- [P, (D)] © ) °]

N1
N+ [P;(FS)]-{1-[P,; (FD)]- [P, (CD)] <

N_ -1
{1- [P, (CD)] < }e{1-[P, (CD)]

*

The key equations above represent the desired set of gen-
eral results, which provide the basis for evaluation of the
frame synchronizaticn technique with specific jamming waveiforms.
In the next section we consider the application of the above

equations to special cases of interest.

4.5 General Results Applied to Specific Jamming Cases

The general results presented in the previous section
provide the framework for study of the eifects of jamming on
the frame-synchronization technique described. We begin by
noting that, for most jamming cases of interest for the NCFSK
svstem being considered, <the channel is a binary symmetric‘
channel. That is, the two types of errors occur with equal
probability, which we represent by the symbol p.

For the first N.-1 time-slots, the receiver will produce
"zero" and "one'" at its output with equal probability. This
is due, of course, to the completely random nature of the data
in these slots and the symmetric nature of the channel. As

a consecuence, we have
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(4.2/
1 b-1 n
== I (J)
7 S J-ns-o+l
and
Pi(rS) b l-Pi(CD)
3 a1 g YsTI B ng 17 g Y57
- GG @GOG
jmo 1 77F j=b :
n_-b
Z S ns 1 g
= ——n— . z (. ) ( -3
2 S j=o 1
Thus Pi(CD) and Pi(PS), for substitution into the key equatioms
of the previous section; are independent of jamming, sincz they
are not functions of the bit error probability p. Instead,
they are functions only of ng, the number of symbols testad
for the sync pattarn, and b, the threshold for determining i$
"Frame Sync' is to be declared.
On the other hand, Pi(CS) and Pi(FD), which apply only
for time-slot Nc where the non-random sync pattera is located,
are functions of p, and therefores depend on the jammiag
waveform assumed. These are found from
Bg=d 5 i a_-i Bs n_ Iomg]
P.(CS) = z (7)(1-p) (@) ° + & (7)¥(1-p) (2) . .2
i jeo ] jab




and

Pi(FD) a I-Pi(CS)

b-1 ng j ng-j ;
=z (j ) (2-p) (p) (4.3¢
J-ns-b*l

The remaining task is to list, for various jamming wave-
forms, the appropriate expressions for p. They are presented
below.

(1) Random Noise Only, Without Jamming., No FH

P * Pao

1 s
= zexp[-g] (4.3:

(2) Random Noise, with one Freguencv Slot Subjected

to Noise Jamming, No FH

P * Py3
: : @ (F
" 3e% |- y—z— (4.3
()+2 ()

(3) Random Noise, With Both Fregquencv Slots Subiected

10 Noise Jamming, No FH

P * Pa2
@ |
« dexp |- s (4.33
zc§3¢:c3-55 )




(4]

(6)

Randem Ncise, with One Frecguency 3lot Subjected

t3 CW-Tone Jammiagz, N¢ FH

P * Py
S 1/2
1 | s, /2 .
= I.Q S 172 ’ (ﬂ') (""3‘
C]'-s')

Random Noise, with Both Frequencv Slots Subjactad

to CW-Tone Jamming, No FH

o]

L]

o
(o
~

1/2

(@ s, 2(Peoss @ )
Q( ik ) T 1T S—IHD -d3
S G o

Random Noise, With Noise Jamming in 2(5 of N_
2

Frequency Slots, Frequency Hooping

P * Pax




(In (4.36), use (4.31), (4.32), and (4.33).)

(7) Random Noise, with CW-Tone Jamming in Ks 6f N

rrequency Slots, Frequency-Hopping

P = Ppx
K, K.-1 2K, N_-K
= (PR P ¢ R () P
S ] H
N_-K_ N_-K_-1
* (’ﬁs s)(’i’-I ) Pao
)

(In (4.37), use (4.31), (4.34), and (4.35).)

-~

(V1]

For the above equations, (S/N) and (S/Js) represent

average power signal-to-noise and signal-to-jamming ratios

at the detector input for the branch which contains the signal

component.

tz*xz
Q(x,y) = J t - oexp [-(==—)]-1,(xt) dt
y

In addition, Q(x,y) is the Q-Function defined by

.
(v
o

/]

or

[ad

re

he following substitution is used.

he frequency-hopping cases, ecuations (4.36) and (4.37),

pper e




J
J B
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with J then representing the total jamming power over tae

spread bandwidth.

(4.7

In addition to the above seven jamming cases, there are

twao others for which we present results. Each of these

renpresents an example for the binary nonsymmetric channel

which requires two error-probabilities to characterize it. If

we let P° be probability-of-error for a "zero" transmitted and

P be the probability-of-error for a '"one" transmitted, it

follows directly that
P('"zero" received]
: 1-R _P.
- - o' i
PO = =7
and '
P("one" received}

l*Po‘Pl
= P(lr) - S S

We must find the new expressions, for these two cases, for Pi(?S), )
P, (CS), etc. The results below apply to the case 1, even and

b at least as large as one-half of n

1
(4.4C

(4.4

s’ Similar results can

be found for n, odd. After considerable effort we ebtaia

e e




IR e T e -

Pi(FS) =1 - Pi(CD)

ns-b j
= I I 2.(P(0)]
j=0 i=o .

and

P,(CS) = 1 - P;(CD)

Bg.je2i

ns-b j o ;g ) ;g
=z (j-i '(i >' (-p
j=o0 1i=o :
n
S 'j*i
- pl

- §5 -

ns+j-2i g
™ T

[P(1)
o

T, T e, LT

n

S
(4.¢
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; As with the first seven cases, cnly the binary-symbol error-
probability remains to be specified in order to define a
particular case. The two of interest are specified below.

(8) Random Noise, With One Fixed Frequency Slot Sub-

- jected to Noise Jamming, No FH E
%
S K [-sl‘ (4,33 J
o T TNy, o lrwiyy el
! @ F)
* ——g—— c exp |- S
(¥ 25+ )
25— s ¥
| (3-)
| S
E-
‘ NeJ ;
L7 o e
H+F) @ P |
?' p o el Bl o e (4.7 |
“ 2 (3;) () 2 (3;) “(

(9) Random Noise, With One Fixed Frequency Slot Sub-

jected to CW-Tone Jamming, No FH

s
(3) ‘
P " 3 ew |-HE (+.5¢ |
(3;) |
: )
o 7;"?7:
. (3-)
s
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with Io(x) being the modified Bessel funciton cf the first

kind,
S 1/2
1 s. 172 (R
Pr=3 |1-Q {({ , -;——I77}
(3-)
s
s 1/2
q (X 5%,
srae 2 A
(3;)

In the next section we summarize the above results and discuss

the steps involved in using them.

4.4 Discussion of Results

The above set of comprehensive results provides the
analytical tools for extensive studies of the effects of
jamming on frame synchronization for the multichannel tactical
system. Both spread and unspread cases are included, along
with a variety of jamming waveforms and strategies. These same
tools can be applied toward system or jamming optimization,
requiring probably many sets of performance curves in order
to locate "optimum" values, etc.

Since there are many cases included in the above, it

seems highly desirable to provide the following table which

summariczes the nine cases and gives the egquation numbers

necessary to apply the formulas.

(4.2
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.

Summaryv of Results

General equations applicable to all cases

4.7, 4,10, 4,11, 4.14, 4.21, 4.23, 4.26

II. Equations for cases 1-7

4.27, 4.28, 4.29, 4.30

III. Equations for cases 8,8

4.40, 4.41, 4.42, 4.43

IV. Equations for individual cases

Case
Case

Case

Case
Case
Case

Case

Even though it would be possible, within the time con-’

straints inposed for this task, to present a few results in

1

(2]

O o ~N o w»n

4.31
4.32
4.33
4.34
4.35

4.31, 4.32, 4.33, 4.36
4.31, 4.34, 4.35, 4

4.44, 4.45
4.46, 4.47

graphical form, it is believed that to do so would be mis-

leading to the reader.

To reach meaningful conclusions con-

cerning the effects of parameter variations and changes in

ECM/ECCM strategies will require that curves be found for
a large number of potential situations. Only then can design

and/or operating decisions be made with a high degree of con-

fidence. For example, results obtained by the use of the
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analyvtical tools developed here may lead to novel technigues
invelving adaptivity of the number of time channels, frame-
sync pattern, pattern length, threshold setting, jamming
waveform, jamming strategy, spreading technique, etc. It is
highly recommended that these evaluations be carried out in
an extensive manner during a follow-up effort, with final
graphical results and conclusions presented in handbook
fashion for ease of application.

However, in order to illustrate the application of the

above tools, the folleowing sample numerical results are listed.

Parameter values selected

.ng = 6
b s §
Nc = 12
S/N = 16d4B

Example 1 Noise Jamming in both frequency slots, no fre-
quency-hopping, S/J = 11.5dB

Result: P(correct "Frame Sync") = 0.844

Example 2 Noise Jamming, frequency hopping with N =1000,

Partial-band jamming, P (correct '"Frame Sync") =

0.844,
Results: Ks S/J
1 4.5 4B
2 3 dB
100 -8 dB
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Example 3 Noise Jamming in both frequency slots, no fre-
quency-hoppiaz, S/J = 248

: Result: P (correct "Frame Sync") = 0.671




CHAPTER 3

Low Rate Error Correcting Codes |
~ln Spread Spectrum Svstems i

Section 1. Introduction

Direct sequence spectrum spreading techniques for use over

ST

low signal-to-noise ratioc channels are in common use and well ]

et

understood. We briefly summarize the salient features.
A binary digital data sequence producing digits at the rate
£ Ry digits per second is added modulo-two to a predetermined

pseudorandom (PN) sequence of binary digits occurring at a

bk i

rate of Rc>>Rm digits per second. The resulting digit stream .
is then used to phase modulate an RF carrier and this signal is
transmitted over the given channel. At the receiver, and after
synchronization, the in-phase modulo-two addition of a replica
of the PN sequence to the received demodulated waveform will
remove the PN sequence, Cesulting in a data sequence approxi-
mating that of the transmitter.

The quality of this approximation, as expressed by the
bit error rate in the receiver output, is normally a function

of the so called processing gain, defined by

R
P.G. = R-c ,

m
and the signal-to-noise ratio in the channel. In fact, in an
additive white Gaussian noise channel of svmbol energy =0 noise

power spectral density Es/No’ a2 binary coherent PSK svstem will

- 61 -




vield a bit error rate equal to that of an unspread channel

with a sizaal to noise ratio given by

E, E
F}’--@xp.c. (5.1)
Q o

Although in principle any sequence of binary digits will serve
as a spectrum spreading code, the most commonly used configura-
tion, at least in systems withouz stringent security requirsments,
is the so called maximal length or pseudo-random sequence, whese °
basic properties we describe next.

For any positive integer k>1, the maximal length seqﬁence

%-1 ire ones and 2%°1.1

consists of Zk-l bizary digits, of which 2
are zeros. Cvery possible binary k-tuple can be found once

and only once in the sequence. The autocorrelation function
R(t) has the value Zk-l for t=0 and -1 for all other intasger
values of t. From the communications point of view these prop-
erties assure us of a low DC component in the binary waveform,
a "random'" appearance of the digits and optimal synchronization
performance at the receiver.

Beyond these certainly desirable features, however, the
maximal length sequence has little to recommend itself. In
particular, since the pattern of zeros and ones is always the
same and hence independent of the data sequence, no "coding
gaia" beyond the bandwidth--energy--performance tradeosf iaplicitc

in (3-1) is achiaved.

The question therefore arises, whether it is possible o

influence that tradeoif by a more intslligent choice of zhe
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sequence of digits transmitted over the channel. In Section 2
t2 follow we examine this question from the standpoint cf error b
control coding. In particular, we show that a slight change

in the way maximal length sequences are normally used allows

us to exploit their characteristics as error correcting block
ccdes. We then derive their basic properties, stipulate an

1 error correction algorithm and obtain performance values for
the codes in terms of bit error rates and data deletion rates
over the hard quantized Gaussian Channel.

We conclude with the derivation of several asymptotic

bounds on performance and a comparison of bit error rates achieved
under an optimum correlzation decoding scheme.

In Section 3 we turn our attention to the idea of using
low rate convolutional codes as a means of spectrum spreading.
We f£irst define a class of codes with good structural prope-ties
and derive their free distance and minimum distance. We then ;

show that dfree for these codes is optimum in the limit as the

constraint length becomes large and compare it with upper bounds

on dfree for finite constraint lengths.

Next we give generator and parity check matrices and obtain }
an expression for the generator function of the encoder state
ransitions. We then use these results to derive upper bounds q
on the residual bit error rates when these codes are used on
the binary symmetric and the additive white Gaussian channels 3
and decoded via the maximum likelihood algecrithm.

Finally, we compare the results with more conventional

direct sequence spread spectrum schemes.
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Sectison 2. Maximal Length Sequence Codes
2.1 Code Definitions and Properties

The generation of the pseudo-random sequences discussed ia
the introduction is usually accomplished by means of k-stage
shift register, in which the contents of certain stages are
added modulo-two and applied as an input to the first stage.

When such a register is loaded with a particular nonzero combi-

. - . .. . - k .
nation of X binary digits and shifted 27-1 times, the sequence

corresponding to the starting binary k-tuple. Loading the regis-
ter with any other combination of the digits simply results in

a cyclically shifted output sequence. There are, of csurse,

exactly zk-l cyclic shifts of a sequence, corresponding to the

Zk‘l nonzero starting k-tuples. If we include as a possiblity

the sequence of Zk-l zeros, we have a correspondence between

2¥ distinct sequences of binary digits and all 2¥ vinary k-tuples.

Without great difficulty we may show that these sequences form

1
a cyclic binary linear (n,k) error correcting code, where n=2%-3

The weight spectrum of the code is also easily determined and

*
consists of Zk-l sequences of weight < 1 and one sequence of

weight zero. Finally, the distance between any two code words

is dw2k-l
K

and this implies that the code can correct up to

-2
e=2" “-1 errors.
Invoking Plotkin's bound (1) to the effect that the mini-

aum distance of any linear binary (n,x) block ccde is bounded

[}

ay
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We easily show that these codes meet the Plotkin bound with
equality and are therefore optimum.

In Figure 5.1 we show the general encoding circuit for these
codes and Table 1 lists the corresponding connection pattern,
for 3<k<10.

Since the codes are linear and cyclic, they may be described
by a parity check matrix H or a parity check polynomial h(x).
The latter is also defined in Table 5.1 and the former is shown
in Figure 5.2. Note the convention of forming a codeword
with the information digits, denoted by Xg9XgsenaXy, followed by
the parity check digits, denoted by TysTy-o-Tp g in the usual
way for cyclic codes.

As an example, consider the case k=3. In Figure 5.3 we
show the encoding circuit and Table 5.2 lists the resulting
codewords. In each codeword the first three digits are the
information digits and the last four are the parity checks.

Consider now the use of the codes described above as
signalling elements in a spectrum spreading application. Since
with the exception of the all zero sequence the codewords are
maximal length sequences, the balance of teros and ones and the
"randomness' of the digits are roughly preserved, if we assess

k-1. The auto-

these properties over sequences much longer than 2
correlation function is no longer important since every cvelic
shift of a sequence is also a legitimate sequence. This fact
of course, implies the need fcr some other means of svnchroni-
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Figure 5-2 Parity Check Matrix for Maximal Length Sequence Codes
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Figure 5-3 incoding Cirzult for =2 Maximal Lengil Sequence Code
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Alx) = 3,3 x"a,x 2, x

k

a a.a....a,
0¥1%7 -3¢

A
.

l*x+x3

k=3 1101
k=4 Lex+x? 11001
k=S LexZex’ 101001
k=6 1ex2ex® 1100001
k=7 1exSex’ 10010001
=3 Lrxlexdextesd 101110001
k=g ~1exted? -~ .. 1000100001
k=10 Lexdexl0 10010000001
Table 5.1

Encoder Connection Patterns and Parity Check
Polynomials for Maximal Length Sequence Codes

gaeaja
gaotlj1
a1rafa
I O R §
100]1
101}]0
1101
111]a
Table

Cedewords of (7,3) Maximal Leng:zh Sequence

- O O - o - ~» ©o

o o - - o O
o = + o 0 - + o
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zation of the sequences such as a preamble or a cover sequence.

The all :zero sequence could, if so desired, be eliminated from
the code by inserting a one in the data stream after k-1 con-
secutive zeros prior to encoding and removing it again at the
Teceiver after decoding. This would require some elastic
buffering, result in a decrease in data rate and give rise to
the possiblity of error propagation in the decoded output.
Aside from these difficulties, however, the codes achieve
the effect of spreading the energy in the data sequence, the

bandwidth expansion factor being n/k.
2.2 A Hard Decision Decoding Algorithm

We proceed to study the performance of the maximal length
sequence codes defined in Section 2.1 under a specific decoding
algorithm which, although conceptually quite simple, may entail
some significant increase in complexity at the receiver, com-
pared to the standard direct sequence spread spectrum demodu-
lators.

The decoding algorithm is defined as follows:

Let u be a2 transmitted codeword and v be the corresponding
received sequence, differing from u in i places. 1If the syn-
drome is :zero, accept v. If the syndrome is not cero, change
the digits of v successively one at a time, two at a time, and

so on up to empk"?

-1 at a time, until the resulting sequence
has zero syndrome, i.e., is a codeword. Accept tais codeword

as the correct decision. If none cf the sequences aave :zero

syndrome, declare an incorrectable error present. It is clear

o




that this algorithm works correctly if the number of errors

k-2 .
2 -1. It is also

made by the channel noise does not exceed e=

obvious that an uncorrectable and undetectable errvor pattern

will result in a decoded output error of multiplicity Zk'l, since

the decoder in this situation produces an invalid nonzero code-

word which must differ from the correct one in 2k-1 places.
Finally, if the error pattern is detectable but not correct-

able, the decoder will pass the received sequence urchanged and

there fore the multiplicity of the error pattern at the decoder

output will be that of the decoder input.

"

Thus, if 1 is the multiplicity of the decoder input erro
pattern, the decoder output error pattern will be of multiplicicy
O,c'L-2k°1 or i. It remains to count the number of decoder input
erToT patterns giving rise to a2 decader output error patiern ’
multiplicity in each of the three categories listed above.

Let these gquantities be denoted by No,Nd and.Ni, with the
convention that Ni-O for i=0. No,Nd and Ni are, of course,
also the number of correctable, uncorrectable and undetectabdle,
and uncorrectable but detectable decoder input error pasteras,
respectively, -

For i<e we have NO'(?); Nd-Ni-O, since all input error
patterns in this case will be corrected.

For i=e+l, the decoder is unable to produce a codeword
siace it is restricted to making at most e changes. Thus all
input ertor patterns of multiplicity e+l are detectable and

1
% = = h 'n 3
we have No Nd 0, Ni (i). .J

-

Next, we look at the case e-I<ice+2=d. Since i is beyond
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the correction capability of the code, NO-O. To compute Nd
we Teason as follows:

The decoder must produce a nonzero codeword by making e or
fewer changes. Equivalently, a nonzero codeword must result in.
a given error pattern 6f weight i by making e or fewer changes.
Now a codeword has exactly ¢ ones and d-1 zeros. If we change j
seTos into ones, we must also change d+j-i ones into zeros in
dil)

order to obtain a vector of weight i. There are ( ways of

changing j zeros into ones and for each of these, there are

d
(gej-1
the total number of changes, given by j+d+j-i, is limited to e,

) ways of changing d+j-i ones into zeros. Finally, since

i-e-Z]’ where the symbol [x] denotes the

i may vary from 0 tof
largest integer not larger than x. In summary, a given nonzero

codeword is associated with

(252

d-1 d
z . . -
o iy
différent error patterns of weight i and since there are n nonzero

codewords we have

[1‘9'2]
Ny=n oz (9holdo
Na seo U3 ) laejei

All temaing error patterns of weight i are, of course, detect-
able by virtue of the fact that thev cannot be turned into code-
words or with e or fewer changes.

Thus,

K e B g AT I B A, N R
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In similar fashion,we derive the values orf NO,N and Ni for

i’
2e¢‘13e¢2 and 3Je+35<ic<dle+3. These results are summarized in (;

Table §5.3. S
2.5 Performance Over the 3inary Symmetric¢ Channel

Consider now the performance of these codes over the dinary
symmetric channel with error probabilicy p and under the decodiag

algorithm given above. We evaluate two parameters of ccde F

performance.
1. The decoder cutput bit error rate, defined as
3ER = %E {number of errors in decoder output sequence’

2. The rate of undetected decoder ocutput bit errors, \

defined as

: UBER = %E {number of undetacted errors in decoder out-

! : put sequence!}

Here E{x} is the expected value of the random variapble x.
- For the situation where decoder ocutput sequences kxnown
to be in error are deleted we also define
5. The rate of deleted data bits, given by
DBDR = § Pr {decoder output sequences is deleted}

With the aid of Table 5.3 we then obtain

BER = § (e+1)( 1 )p% tg? (¢ D)
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Using the fact that the mean of the binomial distribution is

given by np, this reduces, after some algebra, to

bt

e . .
BER = p-z . iHpte™t
l’

N [i°e-21
la~2 4 . .
; - d-1 d in-1i -
+ I d-i Z . Y- .2)
WL, @ s (557 (4-5.507"a (5
[Se*Z‘I]
Se+2 .
. -d-l 3d i n-i
> T d-i) £ . ) (S -
fa26e3 | jmo timasp P

The undecteczad bit error
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For our last performance parameter, namely the bit deletion
rate, we obtain, after some simplification,
X ., ® na,in-i
DBDR = = {1 - I (.)p q <~}
n jmg *
z' [l’C‘Z]
e+2 yl . .
: s d-1 d in-i -
-k z : (T:7)(4.5.:)P g (3.4)
i ime+2 j=0 J d+j-1
[33"2'1]
Se+2 2 . . .
- - -1 d._i n-i
-k I A PSS N oo
je2e+3  j=0 +79%377]

If we assume binary coherent PSK communications over the ckannel,

the relationship between the channel error probability p and

the ratio of symbol energy Es to noise power spectral density

N_ in the channel is given by the well known formula

o
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where

RS 2/2

=
ks

erf(x) =
0

i j 3 . s T
Table 5.4 lists this relationship for several values ol 3. i1

terms of the energy per data digit Eb we also have

- Eb .
o

Z‘m
w

~ B
o

With the aid of these equations we may ROW calculate 3ER, U3ER,
and DBDR as a function of’Eb/No. The results are shown in
Tables 5.3 through 5.10, for n=7, 15, 31, 63, 127 and 223.

Figure 5-4 is a plot of 1ogBER vs (Ey/N,) in decibels for
the maximal length shift register codes using hard decisions and
the bounded distance decoding algorithm. The characteristic steep
threshold behavior is evident. Thus for E N, above approximately
10 d3 the bit error rate starts to fall off very rapidly. This
threshold corresponds to the limiting performance capability of
these codes in a binary symmetric channel and is consistent with
the asymptotic performance bounds derived in the next section.

As a point of coﬁirast, it should be observed that the best
codes operating with soft decisions over the additive, white
Gaussian noise (ANGN) channel would have ﬁhresholi at -1.§ d3
fthe Shannon limit of the AWGN channel). 1Indeed these very

saze ccdes when soft decision decoded with a Sank of carrelators

b

.~
-

, ia fact, approach the jeriormance specifiad 3y the Shannon




Table 5.4

P

.02
.04
.06
i : .08
.1

.12
.14
.15
.18
.2

.22

A
8

.2

.28
.3

.32
.34
.36
.38
.4

.42
.44
.46
.48

.

Channel Error Probabilities as

a Function of Es/No

g i AR TP ERY F P N TR

10 log E./N,

3.23
1.87
0.83
-0.04
-0.82
-1.62
-2.34
-3.03
-3.76
-4.42
-5.27
-3.99
-6.84
-7.74
-8.69
-9.57
-10.55
-11.88
-13.18
-14.71
-16.99
-18.93
-23.01
-27.45
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limit., This is discussed in section 2.4 and the corresponcding
curves are shown in Figure 5-9,
On the basis of these tables and curves we make the fol-

lowing observations:

1) 1IZf we arbitrarily define an acceptable bit error cate
as BERSJ.O'3 and an acceptable data bit deletion rate as 1% of
the data transmitted, i.e., DBDR<0.0l1 k/n, then the minimum re-
quired value of Eb/N° increases with code length from 7db at
a=7 to 11 db at n=123.

2) For the most practical cases ¢of n=127 and n=2535 the un-
detected bit error rate UBER is essentially zero, for all values
of Eb/No. Thus, even though the error correcting ability of the
decoder becomes marginal at Eb/No less than 7db, virtually none
of the residual decoder output errors go undetected. This fea-
ture appears to be the one of major importance i the applica-

tion of the maximal length sequence codes to spread spectrum

svstens.




2.4 Asymptotic PerZormance Bounds

For large values of n the Plotkin dound on ainiznum distanc

for a binary linear block code takes the asymptotic form (1)
k -
Rl

Letting e=2d-1 can be the code's error correcting capability,

this can be rewritten as

n-k
T

The implication of this formula is that the error correcting

2
-

capability of a bounded distance hard decision decoding algorithm

for sufficiently long linear (n,k) block codes is limited to
one fourth the number of parity digits in a codeword.
I£ this code is used on a binary symmetric channel with

bit error rate
1.n-
.p > I(nnk ’

the code is unable to correct even the average number oZ errors

np in a codeword. Thus, in an absolute sense of the upper

limit on the correctable channel bit error rate is given by

’

b <n;k

max = 40

For the maximal length sequence codes n-k-n as 1 bHecames
large and ? _ ~1/4. This is equivalent to E4/N,=6.15 db, which

represents the nininum channel signal-noise ratio for whizh the

“aw
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maximal length sequence codes are useful under 2 hard decision
decoding rule, using BER as the criterion of performance.
let us now derive an asymptotic expression for BER in the
limit as n becomes large, assuming p<l/4. Without difficulry
we mayv show that the double sum in equation (5.2) is then neg-
ligible, so that
1

e : .
BER ¥ p-g I 1(Ppe"TY
l=

Since

n . :
I i(Dp*a" = mp
i=]

this can be rewritten in the form

ee
e

n . .
i=e+]

BER

If we then let i-1 § T, then

n-1
n-l,.r.n-r-1
prEe(r)pq

The sum is now the "tail" of a binomial distribution which

we can overbound. From Peterson and Weldon [l1] we have

w{n-1)

re Sl Sl )\.'\r»\
a-r-1 < (% {n 1_(%)

Pp T




srovided \>p. [This is the same as saviang that the sum staris 0
the rizht of the mean of distribution.]
For the codes in question,
n-3 .
e = —Ii 3 Ma-1)

QT

=)
[]
("]}

-1
KX

>
[’
ag
[

as n~=. Hence for all p<0.25 the above inequality holds asymptot-

ically. Then substicuting we have

A(n-1) _ u(n-1)

BER < p(}) &)
for large 1, k—% and u*%
and
BER < p(9.48 pq”) (5.3)

as an asymptotic upper bound on BER for all p<l/d.
Next we establish approximations to BER, UBER, and DBDR valid
for values of p<0.02. 1In this case the first terms of equaticns

(5.2),(5.3) and (5.4) suffice and we have

BER ~ cn;l)prlqn-e-l
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UBER ~ g°)p®*2qR e ? (5.6)
DEDR v g%T(n;l)pe*lqn-e-l

As an example of the quality of these approximations we evaluate

equations (5.6) for the p=0.02 and n=7. Then

2

BER ¥ 6p%q° = 2.17 x 1073

3 4

UBER ¥ 16p°q* = 1.18 x 10

DBDR ~ 9p%q° = 3.25 x 107

Note the excellént agreement with the exact values of Table 5.53.

2.5 (Correlation Decoding

With the fundamental limitations of maximal length sequence
codes with hard decision decoding well established, we turn our
attention to their performance under a correlation decoding
regime.

We assume that each of the n-1 maximal length sequence

codewords Ug,lUg,...u is composed of n elemental antipodal

n-1
signals so(t), sl(t), where 0<t<T/n and T is the duration of
the codeword. The set of codewords then forms a so called
transorthogonal or regular simplex code with correlation
coefficient -1/(n-2) between unlike codewords (2).

Let the codewords be transmitted with equal probabdbiliszy

and received in white Gaussian noise of power spectral densiczy

- 89 -




AD-A093 883  TELECOMMUNICATIONS ASSOCIATES FAIRFAX VA F/6 11/%
NOVEL ECCM TECHNIQUES FOR ARMY TACTICAL COMMUNICATIONS.(U)
JUN 79 R L PICKHOLTZs H HELGERTs R LANG " DIABO'I-'IB-C-OI.'"
UNCLASSIFIED TA-79—2‘3

20(3
*Beeua




No watts per hertz. With coherent reception the optimum decodeT
i5 then easily shown to taks the form iadicastad in Figurs 3.8,
Here v(t) is the received signal corresponding to the trans-
mission of a codeword and the maximization of the outputs from
the n-1 integrators takes place at the end of the time periocd T.
We may also show that under this decoding scheme the code

bit error rate is ainimum and given by

a-2
)
2 xE, {a-1)
- 50 U E R (S SR A RS- é
3ER - i J — e erzc(x m—} b d
where E, is the energy per information bit and erfc(x) is defined
by
RS 2
erfc(x) = I LY /zdy
T

Figure 5.9 shows BER as obtained £from a numerical evaluation

of the above formula (2), as a function of Eb/No, for a number

of values of k. If we again take 10 °

as the maximum acgepta-
ble value of BER, then the minimum required Eb/No decreases
with increasing k from 4 db at k=3 to 2 db at k=8. Comparing
these values with Section 2.4 it is clear that the correlation
decoding significantly improves upcn the performance of these
codes over the Gaussian channel. The complexity of implemen-

tation, however, is likely to be much greater than for hard

decision schemes.
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Section 3. Low Rate Convolutional Codes
3.1 Code Definition and Properties

A binary convelutional code of rate R = 1/n and constrainat
length k is a mapping of a semi-infinite sequence of data
digits into a semi-infinite sequence o0f channel digits such
that each data digit corresponds to n channel digits which are
functions of the last k data digits. The implementation of
such a coding scheme is accomplished in terms of a socalled for-
ward shift register consisting of k stages, from which n sub-
sets of the k stages are connected to modulo - 2 adders. The
outputs from these adders are then sampled once per data digit
and transmitted over the channel.

Letting 1 and 0 denote connection or no connection, respec-
tively, of a given stage to a given modulo - 2 adder, the code
is completely defined by a set of n binary k-tuples, the so-
called code generators Gl’GZ"'Gn'

As an example, consider the case k=3. One possible form
cf the encoder is shown in Figure 5. 10. Clearly, the two
generators are G1 =

G

= 111 H G, = 101

1
and the code has rate R-1/2.

In general, if we insist on each generator being distinct,
then n is limited to nizk-l. In the remainder of this section
we consider the case ntzk-l, so that the generators are all

tinary nonzero k-tuples. The rate of these codes is then

R=1/(2%-1) and the channel bandwidth is expanded by a factor

T Y VTR P | AT A A VYR TR ORI oq ST P T N
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Figure 5.10 Binary Convolutional Code of
' Rate of 1/2 and Constraint Length 3
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In Table 5.11 we have listed the set of generators as the

tows of an array. Without great difficulty we may show that ;

except for the absence of all :tero k-tuple, the rows of the |
array form 2 vector space of dimension n over the binary field. 4
Eagh column and each modulo-2 sum of two or more columns con-

tains exactly Zk'l ones and Zk'l-l zeros. In faci, the c¢olumns ‘
can be thought of as the basis vectors for a vector space of

dimension k which is exactly the set of codewords of the (n,k)

maximal length sequence code discussed in Section 2.

1 00 ....00
01 0 ....00 '}ﬂ
"0 1 ... .00
k
0 0 0 ....00
» 111 .. 11

Table 5.11 Generators of = Zk-l Convolutional Code




el S s e S

Under the usual definition for convolutional codes [1],

- 1
13 -3 ta 4
the general form c¢f the k x k(27-1) generator matri: G is ziven

oy
P -
T T T T
cl ‘-2 C3 . . . . . . ck
T T T
CI CZ . . . . . [ . ck
G = L]
T
L T
where ¢ T is the transpose of the ith column of Table 5.11 and

i
the empty places in G contain all zeros.

Since the first digit of ¢q is always one and the first

digits of C,C35...Cy aTE always zero, the code is clearly

systematic. The parity check matrix is therefore given by

N 7]
€1 I
¢ 0 c1 I . .
3,008 o .

H =
- - 0 -
ck ) ck_1 . N c1 I
- 96 -
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where Ei'is equal to ¢; with the first digit deleted and I and 0

are unit matrices and zero matrices of size Zk-Z X Zk-Z.

As an example, consider the case k=3. Then the generators

in array form are

€1 ©2 3

- O H - O O -
- ~ O +H O +~ O
~ = e O +H O O

00110101010110010111

[ Rl

G = 000000010011010101011
000000000000001001101

and its parity check matrix takes the form

- 97 -




6x6

1
4 = 6x6 1
g
1

- e O o Q

6x6

- O - O
-

where [x] denctes the interger

OéxT

6x6

6x6

pare x.

6x7

6x6
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From the standpoint of performance, the most important para-

meter cf a coenvolutional code is its free distance d:-ee’ de-
-
fined as the number of ones in that semi-infinite channel seguence

with the smallest nonzero number of ones. We now derive this
quantity for the codes defined above.

Suppese the data sequence to be encoded consists of a
leading one, followed by an arbitrary semi-infinite sequence of
ones and ze2ros. Then as the leading one enters the leftmost
stage of the encoding register and traverses to the last stage,
the successive channel n-turles correspond to sums of colunns
of the array in Table 5.11 and are hence codewords of a maximal
length sequence code. The total number cf ones in each output
n-tuple is therefore alwavs Zk'1 and since the leading one tra-
verses k stages, the ocutput sequence corresponding to a semi-
infinite input segquence must have at least kzk-l ones. Conse-

quently, .

x 2k-1

dfreel

Cn the other hand, fer the data sequence

100.....0.....
the output sequence has exactly k Zk'lones and we have
dpree = k 2¥71 (5.7

Next, we compare d in (5.7) with a well known upper

free
pound (3) which for codes of rate R-l/(Zk-l} we mav state as

follows
q. . min sk g 4] .
“free X351 [c=—-1 (=) <_k+:-1>] (5.8)

EE o= =

T N MATTYA Y1



-
-
-

Ne note tha

k-1 ; :
¥2™ *, so that the codes &

t
Q

r large values ¢f k this bound apvrcaches

ined azov: have naximum free di

o
Hh
[7]]

tance for large constraiat lengths.

In Table 312 we ccmpare equations (3.7) and (5.8) for
X<10. Also included are the free distances of good Ral/CZk-l)
codes constructed from optimum R=1/2, R=1/3 and R=1/4 codes
by generator replication [3].

Another important parameter of performance is the ccde's
2ininum distance, defined in the usual way as the miniaum dis-
tance among k successive blocks of encoder ocutput digits cerres-
ponding to Xk successive encoder input digits corresponding o %
successive encoder input digits of which the Zfirst is a one. f
Since each block of Zk-l decoder outputs is a codeword ia a
maximal length sequence code, the distance be<tween such bloeks

is exactly 2%°1 Thus we have immediately

= k-l =
dmin k2 dfree

il i,

and the code can therefore correct all patterns of up tc

k-2,

e =k 2

erTOTS among any successive k(zk-l) channel digits.
Alchough the calculation of a convolutional code's per-
formance over a given channel and under a specific decoding
algorithm is generally a difficult problem, good upper Sounds
on the basic bit error rates can readily be obhtained

called gzenerator function of the encoder state traasicions is

<acwn. We now turl our attantion to 2 derivatien of :iis

- 100 -




a1 constructable
K max dfree h2™" - dfree
3 18 12 18
4 50 32 50
S 124 80 124
6 288 192 283
7 653 448 635
8 1457 1024 1402
9 3212 2304 3066
10 7014 5120 6905

Table 5.12

Free Distance Comparisons of

R=1/(2K-1) Convolutional Codes




Since the calculations involved are somewhat tedicus, we restrict
qurselves to the case k=3 Zer pﬁrposes of illustration and
merely state the result for general values of k.

Let the states of the encoding register of Figure 5.6
correspond to the four combinations 00,01,10,11 of the contents
of the last two registar stages and denote these states by Xy

Xyy Xgs Xy respectively. Then it is clear that under a zero

input the states undergo the transitions

a

w
ct
fa}
('}

where xi is the zerg state reached from a nonzero
Likewise, under a one input we have

X "Xs

\
"
N

]
v

Fa
s
+

Using standard signal flow graph techniques we now reascn
as follows:

For every state transition the output from the sncoder is
always a ccdeword from the maximal le2ngth sequence ccde and sao
has weight 4, except for the transition X 7%y The input to the
encoder corresponding to a given state transition is, of course,
either zero or cne. Let the exponents of the variables D and

N correspond to the weights of - and iaput, respectivelyv,

-
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Then summing at the four states we have

D4x,

"
i~
[ ]

3

D (xs*x4)
3

D NCxl*xz)

D4N(:<3+x4)

"
L~
]

Solving these fSour equations in five variables for the ratio

x]'_/x1 vields the generator function

TO,N) * —g———r
- 1-ND -ND

In the general case a similar technique leads to the fcmm

The derivative of the generator function with respect 2

N and evaluated at N=] is also of interest and is given hy

k-1
47(0,%) ‘ . pk? .
N=1 -1 ;&1 ¢ (5.10)
: -z o** Ty
; i=1
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5.2 Performance Bounds

With the aid of eguations (5.7) and (5.8) we may easily
obtain upper bounds on the residual bit error rate when the above
codes are used for signalling over the additive white Gaussian
noise channel and decoded via a maximum liklihood algorithm,.

? The pertinent formulas are (4):

a. For hard decision decoding:

dT(D,N
Pb < an
| N=1, D = /3pq
k-2
- U@q)kz -

k-1 k-zi

{ - T (4pq)¥?
i=]

where p is the channel bit error rate and q = 1-p.

b. For soft analog decision decoding:

Ao

d R
Py < erfc” / I, e free
24 RN-
free R

- 107 -
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where R =

1
251

erfc'(x) =

Using (5.3), this reduces to

By
erfe! dereeRV-
9

b 2

E
.. k-1"h
k‘l -RJ.Z T
- L e o

i=1

For finite constraint lengths, and large values o

of (3.11) approaches the form

9"

the »ound

as the rat2 of the code and erfc’'(x) is defined by

(5.11)




/ Ey
Pb < erfe¢! dereekﬂg

We may compare this result with the case of no coding by noting

that for the latter

Ey
Pb = erfc' ZN'

)

£y

g— *the so called coding gain of the codes
"o

discussed here satifies the bound

Clearly then, for large

Coding gain l dfreep‘ = -ZTI_ - i (5.:)

which is a monotonically increasing function of the constraint
length.

For finite ;k the denominator of (5.11), which for reasonably
large k assumes tﬁe form

+2

k-1 !

f1 - ¢ e °}2
i=1

must of course, be taken into account. For k=7 and Eb/No-sdb,

for example, its value is approximately 0.2.

in this case equals erfc' /IZ.1 % 1074

The numerator

, §O0 that

4

‘pb < 3x10°

7 DEITORP TP
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Note that this bound compares favorably with the performance
of the standard rate 1/2, constrain: length 7 convolutional
code decoded via the soft decision Viterbi algorithm [4].

As our last special case, let Eb/No*O. Then the denomi-
nator of (5.11) approaches the value (Z~k)z. For k>3 this is
no smaller than one and thus the ccdes exhibit a coding gain

which is bounded by (5.12)

-

3.3 Concatenated Canvoluticnal Codes

An alternate means for obtaining a low rate convelutional
cede is by means of cascading or concatenating a singis moderate
rate code. For example, if the output of a rate 1/2 encoder is
fed into a rate 1/2 encoder the result is a rate 1/4 code. Then

concatenating k times can yield a rate 1/2k

cade. If the same
code is used in each stage of the concatenation, then a single
Viterbi Algorithm decoder can be used for decoding. The first
tnner decoder will give a coding gain in that the BER at its
output will be improved. If the output of the first inner
decoder is then applied to the input of the second ianer decoder

ey

the raw bit error rate should again be improved provided, of

course, that the second decoder bit input errors behave as if
they were derived from a binary symmetric, memorvless channel.
Unfortunately, the first decoder ocutput errérsare Xacwn to be
bursty, However, it is nevertheless possible to achieve the
coding gain per stage by iaterleaving and deinterleaving. The

coding gain advantage of these codes have heen expiored in

this study but it is fSelt that hecause oS the excassive delays

- 110 -
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in the interleaving-deinterleaving process and because the
"complete" convolutional codes described in the previous section
appeared so promising, that we should postpone further inquiry

into concatenated convolutional codes.

v

(V)
FLY

Conclusions

We have investigated the bd;ic properties of a class of low
\
rate convolutional codes for the purpose of assessing their

usefulness in direct sequence spread spectrum applicatioms.

\,

In summary, we note the following poinig:

a. Compared to the generation of Pﬁ\sequences, the

Zk-l tap configurations of the convolutional encoders imply

PPy —————

a somewhat larger complexity, although from the standpoint of
LSI technology this seems of little real consequence.

b. Since maximum liklihood decoding of convolutional codes

~is in a sense self-synchronizing--although at the loss of some :

data--the need for PN sequence synchronization at the receiver
is obviated. This appears to be a major advantage of the low
rate coding approach. £ course, bit synchronization is :
required in both cases, representing the fundamental limit to
spread spectrum operation at low signal-to-noise ratios.

¢. Due to their extremely long branch sequences the codes
discussed above appear to be of particular value on bursty
channels, elimating or at least reducing the need for interleaving.
The savings in storage requirements, decoding delay and inter-
leaver array synchronization--to name just a few--are likely

to be appreciable,.
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d. Unlike standard direct sequence methods, low rate coding

[« %

exhibits a coding gain bevond the normal processing gain achisve
through correlation decoding of the PN sequences. For higha andé
low signal-to-noise ratios this coding gain increases linearly g
with constraint length and is therefore limited only by the
constraint length.
e. Compared to the alternative configuraticn of direct
sequence spectrum spreading in conjunction with rate 1/2, con-
straint length 7 convolutional codes decoded via the Viterbi
algorithm, it is clear that low rate codiag has the advantage
of requiring only one level of implementation. Another advantage
resides in the fact that the coding gain for the same total
bandwidth expansion can be nuch larger than the 5 db achieved with
rate 1/2 codes. Finally, we note the possibility of better per-
formance in a bursty environment where Viterbi decoding of rate

1/2 codes requires substantial interleaving and usually results

in a reduced coding gain.
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CHAPTER 6

Adaptive Null-Steering Arravs Transient Behavior

Inzroduction

This Chapter of the final report presents a novel approach

for analyv:zing the transient behavior of adaptive array for both

deterministic ané random jammers. Using this technigue the be-
havior of adaptive arrays in the presence of step and periodic
jammers is analyzed. The analysis has been carried out for
adaptive nulling antennas which have stationary or £fixed main
beams. This corresponds to the tactical scenario of a line of
sight link in a jamming environment.

The first section of the report presents a review of the
Widrowcl) and Applebaum(z’s) algorithms. These two algorithms
represent the starting point of most modern adaptive theory.
The Widrow or least rean square error (LMS) algorithm was de-
veloped by Widrow and his co-workers. They applied methods
used in adaptive filters to phased arrays. About the same time
Applebaum developed a similar algorithm based on maximizing the
signal to noise ratio. The algorithm is sometimes called the
MSN algorithm. Following Widrow's initial work the LMS algo-
rithm was developed further by Griffiths(4) and Frost.(s) They
found that one can maintain a chosen frequency characteristic
for the array in a desired direction while discriminating
against noises coming from other directions. 3rennan and
Reed(6’7 extended the domain of the MSN algorithm to include

adaptivity both in the spatial as well as the temporal (Doppler
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filter) domain. Recent emphasis in the field has been on

speeding up loop convergeuce. A number of techniques such as
orthogonalizaticn,cs) aull control law modificationcg) have
appeared in the recent literature ian this connection.

The second section of the report is davoted to a determin-
istic analysis of an analog implementation of the LMS algorithm.
Here it is assumed that deterministic signals are incident upon
the array and that receiver noise can be neglected. Three par-
zicular examples are explored: £irst, the case of a step plane
wave norm;lly incident upon the array; second, a step jamming
signal inc¢ident obliquely on the array; and third, a periodic
pulsed jamming signal obliquely incident on the array. For all
three cases, an explicit solution is obtainable.

The third section of the report treats the wide spectrum
random jammer applied to an array utili=ing the Widrow algo-
rithm. The approximate equation for the mean is found exactly
by using special group properties of the governing equations.
This exact solution leads to explicit expressions for the decay
‘coefficients. These decay coefficients are related explicitly
to the aumber of elements in the array, the signal amplitude
and the jammer noise power. The case of a step jammer is
treated in detail and certain conjectures are made about the

behavior of the array when a periodic jammer is applied.

Adaptive Array Principles

2]

A review of the principles of cperation for the Widrow

and Applebaum algorithms will now De presented. Altaough there




exist many variants of these two basic structures, an under-
standing of the motivation and operation of these algorithms

is fundamental.

Let us consider the Widrow algorithm first. Let Xl(t),
X,(t),...xN(t) denote the quadrature outputs of an N/2Z ele-

ment phased array. They are assumed to be random functions of

time. Suppose these functions are multiplied by weighting

factors wl,wz,ws,...wn and added to form the output

s(t) = ] W,X, (T) (6.1)
2=1
as indicated in Figure 6.1.
Next S(t) is compared to a reference function R(t) which
- may be t#ken as the "desired" response) with the object of mini-

mizing the error e(t), or more precisely, its mean squared, viz,

<Je(t)| % 6.2
Thus one would like to adjust the weights wl,wz,ws,...wN such
that
. 2 N 2
<ie(t) "> = <|R(t) - ] WX, (t)]|"> (6.3)
=1

is minimized. Both xi(t) and the reference function R(t) (a o
stochastic process) are assumed real. The case of complex 1
functions will be considered later. Thus (the symbol § will. >i

stand for mean squared error). 3

. ’ 2
s <ig’:){'> g <eg(2)°>

A

-
-
-
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Figure 6-1 Adaptive irTay
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N
= R¥(T)> - 2R(E) ] WX, (1)> + ] WN_<X (2)X_(2)>
=] L,m

Note that the weights Wl are not functions of time and are taken
as nonrandom parameters. Differentiating e with respect to W

and setting each derivative to zero, yields

O.W

N :
= - 2 <R(DIX (2)> + 2 21 W, < X, (t)X (t)> (6.4
n L=

a=1,2,...,N

Now define column matrices

<R(t)x1(t)> wlopt
S = . ¥opt = Waopt (6.5)
<R(t)XN(t)> :
Nopt
where wzopt' wz that satisf.es (6.4) 2=1,2,...,N.
Similarly define the matrix
C = <x(0)XF(2)> = (<X, (£)X(2)>] (6.6)
Xy (£)
with X(¢) -L . and ﬁt denoting the transpose of X. The
Xy ()
solution of (6.4) then becomes
W =Cls ®.7)

—-0pt




Equation (6.7) gives the weights that ainimize ;. These are
expressad in terms of the covariance natrix C that depends on

the statistics (second order) of the N stochastic inputs and

the column matrix (vector) S that involves the cross correlatiomns
between the inputs and the desired response R(t). Thus, to find
the required weights one must know the covariance matrix and the

statistical dependence of R(t) on xz(t)° In many applications

the covariance matrix of Xz(t)'s would not be known and the ex-
plicit inversion as indicated by (6.7) could therefore not be
carried out. An adaptive array carries this inversion process
out automatically by sensing the error ¢(t) and feeding it back
to adjust the weights uatil & is minimized, i.e., (6.7) is
satisfied. A possible closed loop system (adaptive filter) for
achieving this is shown in Figure 6.2. Here the symbols &) and
;ﬁ&; denote a multiplier and integrator, respectively.

Consider a typical loop. Performing the indicated opera-

tions yields

dwl(t)
2X XICt) e(t) = IT

N
Since e€(t) = R(t) - 121 W (t) X, (%) , one finds
I
dWLCtJ N
—5— = - X, () ) Wa(e) Xp(e) + 2X R(2) X, (%)

m=1

or, in matrix fora

B« o xaxte) wie) - X R(e) X (

O

.

(79
s
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z, (%) D >

20, (1)L (1)

xn(t\wu(t)
R(t)

ZKE(t)

Figure 6-2 Widrcwls Algorithm
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This is a stochastic differential equation for the vector W(t).

t ¢an be solved rigorously only if the detailed statistics o
X(t) and R(t) are known. However, if one assumes that the loop
response time is much longer than the decorrelation time
of X(t) (in other words, the Xz(t) vary much more rapidly than -
the time constants of the adaptive process of adjusting the

weights), then one has

<X(r) XP(r) W(e)>=<x(t) X°(e)><H(e)> , (6.9)

i.e., W(t) remains essentially constant during the averaging

cperation.

Taking averages of both sides of (6.8) yields

d<wW(t)> *
- -2K<X(t) X (t)><W(t)> + 2K<R(t) X(z)> (6.1C¢
If the convariance matrix C = <X(t) g?(t)> is positive definite

then (6.10) is stable and in the steady state (i.e., t-=)

d<w(t)>

at

Thus, one finds that as t-w

-2K<X(t) X®(£)><H(t)> + 2K<R(t) X(t)>=0,
QT.

Lin <H(t)> = W,

Lrm

as given by (6.7). Thus, subject to the requirement chat C be
positive definite and that X>0, the adaptive filster yields (5.7

as the steady state solution. The settling time (i.2., the time
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<0 teach steady state) is determineé by X and the eigenvalues of

C. It will be convenient to examine the solution of (6.10)

with

the aid of Laplace transiorms. Let W(s) be the Laplace transform

0f W(t). Then (6.10) is equivalent to
-w(0%) + sw(s) + 2kC w(s) =~ E's (6.11)
Let
W'(s) = TW(s), where T diagonalizes C and TTt=I. Then
(6.11) may be written
+ t 2K
-w(0") + STW'(s) + 2KT~ A TW(s) = =S
or
-TW(0") + SE'(s) + 2X A W'(s) = 2K TS/s  (6.12)
where A = diag. (Al'XZ"‘ku)'
Solving (6.12) for W'(s),
w(s) = (s + 2k )P Tweoh) + s e xntrs (6.13)
Inverting the transform in (6.13)
. 7] ‘.‘ 0] B 0 ]
. 0 3 . .
-2KA,t . ! . «2Ka,t
W' (e) = Ylorwcenel L 1s - o Ylms
. L. i L.
u ¢  amel '—-; l -——

- -
o 0 |
i 1
! -2kt . =2KtA,
weert o e P oTwee™) -TR | 2 Tg
| 2. i
3 _ o

— L g———




Figure 5-3 Adaptive Ar:'ay with Complex Izputs
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Evidently, the time constant ¢f the system is given by

T n (6.15)

where Api is the smallest eigenvalue of C.

bs!
The preceding discussion followed closely the adaptation
process described by Widrow.(l) The implementation is sometimes
referred to as the LMS algorithm. A somewhat different phnrasing
and implementation of the adaptive process is due to Applebaum.cz)
It is mosf aprropriate for application to array antemnas. First,
consider an N-element array with outputs at the array ports up,
Usgyoonlye The outputs at the array elements are complex time
functions corresponding to the envelope in the analytic signal
representation of the composite signal (including modulation) and
noise. When no noise (generalized interference which may be

ambient noise together with jamming) is present
U =@ Sk (6.16)

where Sk are weighted element patterns as they usually appear
in the array fector (e.g., Sk = oy ejk.gk) while a2 = o(t) is
the information bearing signal. When only noise (iaterference)

is present at the array output ports
uy 2 nk(t) ‘ (6.17)

which may be composed of the ambient noise n, k(t) and jammer

noise nJ’k(t), viz.

up = no,k(t) - nJ’k[t) (6.18)
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Suppose that in the "quiescent' environment (nJ kct) = () the
y

weights for optinum signal reception are qu, or
w]_q
W = N
2q —

yempm——

P

Then upon summation the desired signal is qu, i.e., £=s is

—vo £

.-

the vector that determines the correct array illumination under

quiescent conditions. When noise only (interference) is present,

L .

the power output after array output summation is

<daWl®> ¥ @' afw-ucw (6.1¢

P s O T 17 O 1+

. . . . . .
where C is the covariance matrix of interference, A is the

®
conjugate to transpose of A, and p is the complex conjugate of p.

Ay

e

ey

If the quiescent noise and jammer noise are uncorrelated
C=¢C,+ CJ

The signal to "noise" ratic cam now be defiaed as

s <|a.]">‘ —q=
T°- e (6.20)
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One readily finds that the preceding is maximized by

woew o= c it (6.21)

The adaptive implementation that realizes this optimum is shown

in Figure 6.4 (for the kth element).
Let RC = T be the time constant of the integrator. Then
Uy 9_21 ugWp () *+ gy = g (g * Wy
Taking averages and reverting to matrices
- CH(r) +x o g (rogp ¢ M)
or
aw .
Tz * W= -GCHW+ Gt (6.22)

The steady state soluticn is obtained by setting the time

derivative to zero. Hence




Tigus 6-4 Ixzplementation of Applebaum Algorishm




ce ezt (6.23)

for sufficiently large gain, W - However, when G 1is

w .
—0pt
finite, there 1s always a residual error.

Deterministic Reponse of Adaptive Arrays

In this section, the adaptive array will be examined from
a deterministic point of view. Receiver noise will be neglected
and any signals incident upon the array will be assumed to be
deterministic. Although an oversimplification of the actual
situation, the deterministic behavior of a device many times
supplies the physical insight necessary to extract information
from the more complex stochastic case.

Qur discussion will be limited to the Widrow algorithm
shown in Figure 6.2. There an M port array having N=M/2 in phase
and N quadrature ports is considered. The transient behavior
0f the array will be examined in three situations of interest.

First, the behavior of the array will be examined when a
step plane wave is normally incident upon the array. Since the
Widrow algorithm that has been chosen contains no steering
mechanism its optimum direction of reception is normal to the
array. Thus once the initial transient has decayed, the array
should be locked cn the normally incident plane wave.

Proceeding wi<h the analysis, the equation for the weights

(6.8) is given by




du(e)

F 3N

= = -2KX()X°(R) Wlr) + 2XR(E)X(2) (6.2

N(0) = W,

where the initial weights Eo have been arbitrarily chosen.

Assume the input signal is of the form

X(t) =Xu(t) , X=Ag (6.25)

where A is the amplitude of the plane wave normally iacident on

the array, ¢ is an array vector given by

1
ki =(5'N) , 2 =M (6.26)

P
0

where 1y and 0y are column vectors of 1's and 0's respectively
and u(t) is the Heavside function. The array vector takes the
form of (6.26) since the incident plane wave is assumed to excited
only in-phase components. Finally the reference signal is chosen
as R(t) = A,

Using the above information in (6.24)

4 (e) .
- " <2XX X~ W(t) -+ 2XaX t

("4
Q

(6.27)

W(a) = W,

h : - . . .
" order system of ordinary differencial

Tais is simply a ZN?
equations (o.d.e.'s) with constant coefficients. A solution

can be written as

W(t)

+ exp(-2XX gtclw
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The expression for W(t) given above can be substantially simpli-
fied by making use of the following identity:

t

exp a X zt = I + (exp alz}z -1) ?, (6.29)
Xh

where lglz = gtg, I is the identity matrix and a is a constant.
This identity is obtained in Appendix A,

2

Using (6.29) in (6.28) with |X|? = AN, we have

2. X
N(z) = A(L-e PNATH T 4w

t
2 X X
* (e'ZKNA t’l)- - , T 2 0

Since an explicit expression for W(t) has been obtained the out-

put of the adaptive array, y(t) can be calculated

ST A TR T o A TR TR - Ty € Tn e kA e

y(t) = X*W(t)

2 - 2
y(t) = A(l-e'ZKNA t) e'.’.K‘V.A t

- xtoﬁo

the steady state, the desired output is,

lim y(t) = A
T -

.
In fact, the transient decays with a time constant ¢ = 1/2KNA®.
Thus, the larger the factor KNA2 becomes the faster, the array
locks unto the desired signal. We note that if W, = X/N then

v(t) = A for t>0. This essentially means the array was in steady




inisial

t=0 and no transient was needed to match the

conditions to the steady stats.
Next an analysis will be made of a step jammer obliquely
incident on an array. We will 2ssume that the arvay is in steady

state before the jamming signal intercepts the antenna. Let

X(t) = X « gqu(t) (6.32)
where X is given in (6.25) and
Z5¢
EJ = BgJ s I (6.32a)
255
and
jaJ chr.J Njc.J . 2+d

93¢ - jiIS = (e »e seees® ) y 33 ° Tsinej (6.'3)

Here 4 is the array element spacing, A is the wavelength, eJ
is the angle of incidence measured f£rom the normal to the array
and B is amplitude of the jamming signal.

Using this in (6.24) with R(t)=A, we have

dW(e) A ne ~
- -2XX X"W(e) + 2KAX (6.34)
< .
W(o) = v 20
where i
=X+ Xs (6.33)

The inicial setting for the weights ¥  has been chosen so that

the array will be in ste2ady state (y=A) 3t t=0. When the

nethods used in the previous secticn are applisd to this case,




-2K| X1 °1,

W(t) = A(l-e

£12 X X
-> [1_’ + (e‘leﬁl t-l ———

A direct calculation gives the output of the array once the

weight vector is known. One £finds
st
y(t) = X W(t)
vl ABJ _-2K(X[°t
‘)sAq-Te -

.where

The decay constant Tt is:

T [leilz]‘l

Since

2. 2 -1
= (A° + BY)N + 24BJ]
we have
t = [(A® + BN + 2aBJ)7?

For large B, we find

Ls—zl
NB

Thus we see from (6.37) and (6.41) that although the transient

has a higher amplitude, the larger the jamming signal be-

P i . T SRR L T e

(6.36)

(6.37)

(6.38)

(6.

wy
0
~

(6.40)

(6.41)




comes, the decay rate also becomes much more rapid. For

large N, the behavior is more complex since J depends on N
and can be negative.

Before preceding on to the periodic case, we shall poinc
out an important weakness of the deterministic approach to the
problem. We have seen from (6.37) that as t becomes large the
output of the array approaches the required steady state, how-
ever, an examination shows that no null has developed in the
array in the direction of the jammiang signal.

This anomalous behavior in the deterministic case leads us
to the conclusion that the adaptive processor has taken advan-
tage of the special properties of the input signals to the array
t0 cancel out the jammer signal. In general, one would suspect
that in order for the array to cancel out a random jamming
signal, a null would have to be formed in the direction of the
jamming signal; thus, we are led to the conclusion that cer-
tain characteristics of the array could be different in the
random case. This is indeed the case as we shall show later,

Before treating the random case, we shall consider the
deterministic steady state response of the array to a periodic
jammer. Although the method suffers from the previously men-
tioned weakness, the work serves to indicate methedology and
gives insight into certain asﬁects of the arrays behavior in
the presence of periodic signals.

To proceed, we take (%) to be

X(t) = X+ %5 S(2)

—
O
-




where S(t) is a periodic Zfunction of period T consisting of

pulses of unit height and duration Tt as shown in Figure 6.5.
We now look for solutions to (6.24) that are periodic,
i.e.,

W(t+T) = W(t)

Our technique is as follows. First, assume W(t) is known at
t=0, i.e., W(o) = Eo' Now solve (6.24) in the region of 0O<t<rt.
Next, use the continuity of W at t=t to establish initial
conditions for the region t<t<T. Now solve (6.24) in this
region and set W(T) = !o' This gives an algebraic system of

equations for Eo' Upon execution of the foregoing, we find

22, X 22 x x°
H(t) = A(1-e2KIXITE T e TR o, 6
O<t<t

and

2.y XXF
E(t) = A(l-e ZICNA (t- T)) + [I + (e -2KNA (t‘s)_l):N:_]E(T) (6.44)

T<t<T
The equation for W  is given by §
X X x° X .t
W, = AP, § ¢ [I-P, y—][H, + P e LA - X%W)] (6.45) {

where

b m 1.g-2KNAT(T-1)

o

’K‘ilz'
P1 s l-e TS .




(8]

Figure 6-5 Periodic Jammer Waveform




For arbitrary N, the svstem of equations for Eo is dizf-

ficult to solve explicitly. Since only y(:t) is regquirec, the

complete solution to (6.435) is not required but only the pro-

jection of W, in the X and X directiomns, i.e., 5? W, and

-
-

X" W_. Let us define
+ ot
Yo = X" W (6.42)
- 4 -
Yo = X" W (6.47)

where Y; are scalar quantities which determine v(t). This can be

seen from the fact that

g? Wit) , O<t<z
y(t) = . (6.48)
X* W) ,  t<t<T

If (6.43) and (6.44) are used in (6.48), we obtain
ey
1+ (v) - pe I 0<ter
y(t) = (6.49)

2.2,
1+ (Y - 1) TKNTATT-0)  ceer

Equations for Y: can be obtained by multiplying (6.45) from the

left by X* and X®. We find

- P XX X xxtx .
e PR N Yot 8 (5.50)

- P° Y; * P(P,-1)




P, PX XXX i‘-x.]
g¢ = A x - P - Py~
PP Xt X x* X
Q - _- P e D = -
et ATET TRt P

The solution of this system {6.50-51) for Yg is straight fer-
ward and yields Yz = 1. By using this result ia (6.49), we
find that

y(g) =1 , 0<T<T (6.

(¥]}
(8]
St

The physical interpretation of this tesult is that the
adaptive array has had an infinite amount of time to adapt to
the presence of a periodic jammer, and as in the case of the
step jammer, it adapts perfectly:. Tais is an important re-
sult. It indicates that in order to defeat an adaptive array,

the jamming signal must be constantly changing in a random

fashion.

Random Response of Adaptive Arrays

Before concluding this Chapter, we would like to present

an interesting analysis of the approximate mean equation given
in (6.10). Although, the transient character of this equatien
has been treated in the literature and reviewed in this report
(6.11-6.15), maﬁy of the symmetry properties of the equation
were not adequately utilized. An indication of this is
illustrated by (8.15). Here the transient proverties of the

array are given in terms of the ninimum eigenvalue, kn‘n'
" b e

PTmevw S ——

“

e S e e e




however, no information about the behavior cf Apig With respect

bel
to the system parameters such as N, A, etc., is given.

We shall rectify the situation by utilizing the group
properties of the system of equations of the weights W(t). It
is shown in Appendix A that by proper parameterization of the
problem, the 2N order system of equations can be replaced by a

fifth order system for any N. This system is solved explicitly

in the constant coefficient case, and a generalization of the

identity used in the deterministic case is derived. We use

this identity in this section to obtain our main result.
Although the method we employ has broad application, we use

it just to analy:ze the case of a broad spectrum step jammer.

The analysis proceeds as follows. Consider (6.10) with
R(t) = A:

d <‘:!t!> = -2K <§(t) &t(t)><w(t)> + 2XKA <£(t)> - (6-53)
¥(o) = W,
where
X(t) = Ag + Nj(t) gy (6.54)

Here ¢ and Sy are array factors as defined in (6.26) and
(6.322), respectively and NJ(t) is a zero mean stationary
Gaussian processes with spectral density NoJ'
Using this information, we have

-

Nog &5 23 6.

<x(z) XF(r)>ma? g gt

(V1)
ur
~ s
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and

<X(t)> = Ag (6.3

Putting (5.53) and (6.56) into (6.53) an equation with con-
stant coefficients results. The solution to this equation
is |

t

<N(t)> = 2KA f QETT) ger g v o Uy (6.57)

0

where
t

’ -
Q = 2X[(aA* g ¢ * N ; 55 o] (6.38)

The expression in (6.37) can be substantially simplified by

using the identity given in Appendix A. We have

- -
e = £ (z) + £ (et Trg (et (6.59)

where

A . (a+b)N :/ia-blz Nz > 4abJ2
]

with

- Z =
a = 2KA° , b= 2KV ; | (s,

The vector z appearing ian (6.59) consists of five components.
Each component is a matrix Zgreeealy. These matrices form a
complete set of generators for a group under matrix multi-
plication. It is the realization that expQt is also a member
of this group that leads to the identity (6.39). The explicit
formula for z;, i=0,...4 and the functions fo and £= are given

in Appendix A.

The importaat property of (6.39) to notice is thas

xp{Qz)
£

has been represented in terms of three scalar func:tions

o

(6.

60}

61)




‘time whose exponential decay rates are given explicitly in

terms of the parameters of the system. Using (6.59) in

(6.37) and integrating, we obtain:

1 - e-x*t
<W(t)> = 2KA[ - £,(2).g
A

L acAt
+‘l___£____ f.(i)'g]

A
where we have used the fact that £ (2)-g = 0.
Now that we have the exact soclution to the approximate
mean equation, we will examine its behavior in the steady

state. Let

<W_> = lim <W(t)>
t>w

By letting t approach infinity in (6.62), we find
£,.(2) £_(2)
+ ]

+* -

A A

<W> = 2KA[ g
Using the expressions for £, and £_ given in Appendix A to
simplify (6.64), we obtain

(Ng - Jgy)

<W.> =
= e - 3%

Since the output of the adaptive array is given by y(t) =

zt(:) W(t), we have for tew:

V> = lim <v(7)> = A Et <KW, >

y‘Q

B ek TE U SRR b S P TR . I L 2

(6.62)

(6.63)

(6.64)

(6.65)

(6.66)
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<y.> * A (6.67)

Thus we see that the jamming signal has been completely
cancelled out in the steady state. One may recall that this is
exactly the result obtained in the deterministic case.

Next, we would like to determine if the cancellatiom of
the jamming signal was due to 3 null in the phased array in
the direction of the jammer. To do this, we define the array

amplitude directivity factor F(3,t) by

t

F(8,t) = g <¥(c)> (6.68)
where
Zac
95 * (6.69)
Zss
and
Gec * 3 Zgg = (¢3%, 2%, ., 1Y (6.70)
a = 3§i sing

We note that the directivity factor is a function of time
since as the weights change, the radiation pattern of the
antenna changes.

We would now like to compare F(o) to F(3;) for t==, Let

F,(3) = lim F(3,7) = g5 <H> (6.71)
L

and then, using (6.63) we have




and

F(GJ) =0 .

Thus we conclude, that an infinitely deep null has been de-
veloped in the direction of the jamming signal. Thus we
see that in the random case the array factor is responsible
for nulling out the jamming signal rather then the signal can-
cellation that occurred in the deterministic case. The array
behavier in the random case requires just one set of steady
state weights to cancel out any jamming signal entering at
g = GJ while the array behavior in the deterministic case re-
quires a different set of weights for each different jamming
waveform at & = 63

Before concluding this section we would like to discuss
the settling time of the array in the random case. An examin-
ation of (6.62) shows that there are two decay factors A" and
A" given in (6.60). This is in contrast to the step jammer
considered in the deterministic case. In that case only one
decay factor appeared.

The time constant of the array to reach steady state is

given by




[

2 .
For large jamming amplitudes b>>a or N0J>>A', expression

(6.80) can be substantially simplified. We find
AT = BN

and
IR W LRI ORI

This shows that the A" is the counterpart to the decay fac-
tor found in the deterministic case (6.41) while A~ represents
a new effect. Whem b becomes large it is clear that for £fixed
N, X~ becomes the slowest decéy constant and thus determines
the transient time of the array.

It is generally believed that the larger the jamming
signal, the faster the array will lock in. It is clear that
the presence of A~ will tend to mask the above effect for very
large b since the array settling time will depend only on A~
and this parameter is independent of b. Thus there appears to
be a saturation effect. As b.is increased, the transient time
decreases until approximately A* > A" and then the transient:
time remains relatively fixed,

We point out that the above results are of 3 preliminary
nature. Only the approximate equation for the mean has been
solved,not the exact mean equation. In addition, no check of
the variance has been made which is essential. Work is con-
tinuing on these topics.

The application of the techniques used in this section,
to other types of jammers is certainly possible. 1In rarticular
the iavestigation of a pericdic wide spectrua jammer could he

treated by these methods. Although the problsm has not hHeen
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attacked formally, it is our conjecture that the steady state
array factor would have a perfect null in the direction of the
jammer. This would indicate that to effectively jam an array

the use of aperiodic modulation of the wide spectrum jamming

signal would be more effective than a periodic modulation.

Conclusion

We have shown that the methods are at hand for assessing
the vulnerability of adaptive null steering antenna arrays to
broadside pulse, step CW, periodic and random jammers. A Te-
markable result is that for pericdic jammers and £for noise jam-
mers the steady state null can be perfect (assuming a perfect
reference). This leads us to the conclusion that null steering

antennas would be most vulnerable to blinking, non periodic,

‘wide spectrum jammers. For this situation it is important to

understand the parameters that determine the array time constants.
This we have arrived at explicitly for both deterministic and
random signals. A further interesting aspect of the analysis
is that by exploiting the svmmetries in the array equations we
are able to show that the array settling time constants are de-
termined by three scalar functions of time whose exponential
settling time are given explicitly in terms of the parameters
of the system., This is true for any size array. This result
will be of enormous benefit in the design and implementation of
adaptive arrayvs. Adaptive arrays are the only ECCM technique
which allows substantial anti-jam performance wizhout bandwidth

expansion.
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Appendix to Chapter 6.

In this Appendix we will derive an identity that will be
useful for simplifying expressions of the form exp{;ggt + nggg)t}
where ¢ and 93 have been defined in (6.26) and (6.322), respectively
and a and b are arbitrary constants.

We start by defining the matrices z., i=0,1,...,4. They are

1
- - - = t
201 3% ¢
= t - = t
L R -t S R4 X,
- t

Next we Tecognize that exp{azo + bz4)t} is +he fundamental solu-

tion to
8T8« fazy + bz,]T(1) (A6-2)
T(0) = 1
Fcllowing this we expand T in terms of the z; We have
4 . .
T(z) = izo a; (t) z4 (A6-3)

Using (A6-3) in (A6-2), we obtain the following system of

equations for a(t):

%0
8l s agty , a=]’ (A6-4)
%4
2(0) = ap

where
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I 0
.2 aN 0 aJ 0 | 1
; i 0
A = 0 0 aN o0 aJ » 39 ® 0 (A6-3)
. 0
0 b 0 bN 0 | 0
B 0 bl 0 BN
— —
The eigenvalues of A, i.e., and J = gt g3
det|a- I Al = 0 (A6-6)
are: X = (Q of multiplicity 1, and A= each of aulsiplicity 2
where
' y s i
\E . (arb) N @.-gy N+ 4 abs® g (26-7)

One should note that although A" has a multiplicicty of two

no growing terms in t result since cach of the two eigenvalues

for A" have independent subspaces. 'The same is true for A .
The matrix A can be diagonalized by the similarity trans-

formation T as follows:

AT = TA (A6-3)
where
- - -

A = diag(0, A7, AT, ATa) (A6-9)

and T is a2 3 x S consistiag of the eigenvectors o A. 1f we

define

2(‘;) = T _e_(t) {A6~10>




then (A6é-4) becomes

de

=" }i (A6-11)

e(0) = 71 g

The desired identity can now be obtained: first, solve (A6-11)

for e(t), find g(t) from (A6-10)then use (A6-3).

The result is

az_ + bz,lt * -
2o et vt T (et " (A6-12)
where
z = (24 zl,...z4)t
and
£ (2= [(JZ-NZ) 2z, + Nzy - Jz, - Jz. + Nz ]/(JZ-NZ) (A6-13)
0 = 0 <l 2 3 o4 Ny
£,(2) = [aJzy + (A7 - aN) zg]/adN | (A6-14)
£(2) = - Fad zy ¢+ 07 -aN) z) (A6-15)

- 2 2,1
+aJ z, + (A -aN) z,} - [aN(J“ - N%}]

-

* are given by (A6-10) and J = gt g5 -

A
A

The formula simplifies substantially when b=0. We have

= ._N_ ! g +« I (Aﬁ’lﬁ)
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CHAPTER 7

Modulation and Spreading Technigues

In conjunction with the dynamic allocation of channel
capacity in Chapter 3 of this report the use of an appropriate
combination of modulation/spreading technique will ensure that
the system will accrue the maximum advantage with respect to a
jammer. This latter topic, namely which modulation/spreading
performs the best when used over a channel with a fixed bandwidth
constraint, was studied in depth in a companion study performed
by S Consulting Services entitled ""Adaptive Techniques in Multi-
channel Transmission." References [7.1] and [7.2] document both
the analyses and the results. Because these results were documented
in the above references quite extensively, they will not be

repeated here. Rather an overview of the key conclusions will

be presented, specifically with respect to their relevance to
an overall system employing the dymamic allocation of channel
capacity algorithm,

Two basic combinations of modulation/spreading were considered,
the first being a coherent direct sequence (DS) system using
either BPSK, QPSK, or 16-ary QASK, and the second being a frequency
hopped (FH) system employing noncoherent FSK. In particular, in
the latter svstem, the MARX and SPACE channels were allowed to
overlap (i.e., they were not necessarily orthogonal) in order to

rrovide mcre slots in a given bandwidth over which to hop.
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Consider the DS systems. These svstams were sznalvzad in
the presence of btoth tone jamming and broadband acise jamming.
It was found that for tone jamming the QPSX acdulation technique
performed the best, while with noise jamming BPSX and QPSX per-
formed identically, both of them outperforming 16-ary QASK.

Physically, what is happening is the following. Since a
higher level alphabet (e.g., 16-ary QASK) has a signal constel-
lation which in gemeral has a denser location of signal vectors
(under a constraint of either fixed average power or fixed peak
power), the higher order system pays a defiﬁite penalty with
respect to thermal noise. On the other hand, for a fixed infor-
mation rate the bandwidth of a higher order system can be reduced;
hence it has the advantage of a higher processing gain in a
fixed overall bandwidth. Thus there are two opposing forces at
work, and for the systems considered here, the former one was the
deminant one. That is, the greater vulnérability of the l6-ary
system to thermal noise cutweighed the decresase vulnerability of
the system to the jammer.

Figures 7.1 - 7.4 show plots of probability of svabol e?ror
for the QPSK system under different jamming threats. Figures 7.1
and 7.2 correspond to a tone jammer, and Figures 7.3 and 7.4

correspond to a noise jammer. One qualification has to be men-
tioned with respect to Figures 7.1 and 7.2. The tone jammer
for those figures was lccated at the carrier frequency of the

QPSX signal, and an entire pericd of the spreading code was

contained in one data symbol. As described in {7

23, this

e Nl
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combination, while allowing prec.se resul:ts to be calculated,
leads =0 an overly ortimist’- answer with respect o the situation
cf say a tone jammer loca: roximately 1/T ¥z awav from
the carrier frecuency where s the svmbo. duration. In other
words, for this latter situation the ratios of :ammer power-to-
signal power (J/S) for which the results of Figures 7.1 and 7.2
apply would be much smaller than what is indicated on the figures.
With respect to the FSK-FH systems, it was found that some
type of error-correcticn cocding was needed in order for the system
to perform satisfactorily in the presence of a partial-band
jammer. Otherwise‘the jammer could put all its power in just a
single slot and cause an error rate of approximately 1/N, where
N is the number of slots over which the signal can hop, indepen-
dently of the input signal-to-noise ratio. Because.cf this, the
system was evaluated with a (7,4) Hamming ccde and a (23, 12)
Golay code. As is well known ([7.3]), the former code corrects
all single errors and the latter code corrects all combinations
of three or fewer errors. Results of system per“ormance for an
orthogonal FSK system are shown in Figures 7.5 and 7.6. When the
Golay encoded system was evaluated for both a 25% and a 50% overlap
between the MARK and SPACE channels (and hence a corresponding
increase in slots over which to hop) it was found there was very
little difference in performance from what is shown in Figures
7.5 and 7.6 ([7.20).
It is now possible to put these results in perspective with
the results of Chapter 3. The question that was left unanswered

a: the end of Chapter 3 was how much does one gain in the way of
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system improvement by, say, reducing the number channels bHv

50% and correspondingly increasing the processing gzain by 303%.

From the figures it is clear that, depending uron the procassing

gain Ey/N,, and J/S, one could pick up anywhere from 0 &3 to

tens of d8's in improvement.
For example, frcm Figure 7.3, corresponding te J/S = 13 d3,

if the praobability ef error of the system is 10'4, going from

| 511 channels to 1000 channels results in an improvement of about

i 0.4 dB. From Figure 7.4 however, ;orresponding to J/S = 23 d3,

i the improvement at the same error rate is essentially unbounded,

since the curve for N = 511 has started flattening out at around

-

2.6 x 1077, Therefore, while the actual improvement in system

rh

performance that cne obtains by dynamically varving the number o
channels in use depends upon the specific operating conditions
of the channel, it is seen that for any system that is being
highly stressed, the improvement can be enormous. .

In summary then, using either coherent QPSK in a DS spread

i s DU PSP

spectrum system, Or noncoherent FSX in a FH system (in conjuncticn
with an error-correcting code) can, when combined witk a2 dvnamic

channel capacity allocation algorithm, result in significant

improvement of performance of a system being severely jammed.

o
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CHAPTER 8

Conclusions Ané Recommencations For Further Werk

In this document we reported on the analysis of a variety
of techniques for reducing ECM vulnerability of tactical communi-
cation. The specific technigues chosen for study included:

1) The use of traffic control and channel capacity allocation
to permit certain classes of users to maintain communication under
severe jamming conditioms.

2) A technique using extreme value theory for the purpose of
monitoring the tit error rate which can then be used in conjunction
with (1) to provide a completely adaptive and dymamic channel
allocation scheme that will respond directly to jamming threats.

3) The search for more bandwidth efficient digital modulation
schemes which would provide a net gain in jamming protection when
combined with spread spectrum coding.

4) The possible use of a more protectéd f£rame synchronization

scheme in multichannel digital communications.

-
-

5) A means for exploiting the possibilities of coding gain
by the use of low rate error correcting codes as an alternative
to conventional spread spectrum.

6) Techniques for adaptive null-steering antennas to provide
significant AJ protection independently of any spread spectrum
gain.

7) Various frequency hopping techniques and novel wayvs to

remove some of the disadvantages of this method cf achievin

PRECEDING PAGE BLANK-NOT FILMED
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spread spectrum <or jamming protection.

h

The choice of tcpics was based on the special constraints
imposed on systems design for tactical communications in general
and on multichannel radio communications ia particular. For
example, the ccmmunication nodes can be expected to be small,
stationary and sometimes lccated in isclated positions; available
bandwidth for spreading is not expected to be large (if it is
available at all); the jammers are not expected to be highly
sophisticated even though they can be expected to know the weak-
nesses and vulnerabilities of the communications systems; and it
is assumed that it is more desirable to reduce the grade of
service for communications under a jamming threat in some propor-
tion zo that threat than it is to allow the system to degrade
totally below acceptable levels.

The analysis carried out to date shows significant promise
for achieving the goal of tactical ECCM within the constraints
imposed. Ia particular, we can draw conclusions, with some
confidence, about the effectiveness of the techniques studies ina
this f£inal report. They are:

1) It is possible to effect 3 rational and reasonable re-
allocation of communication channel capacity assignment which
meets the threats, imposed by a jammer, of possibly disrupting all
communications. A method for reallocation of channel capacity
based on offered traffic and priority classes of users has been

proposed and has been illustrated with examples. These examples

show that a) pooled channel capacizy requires fewer total channels




é

for a given traffic and grade of service; b) under jamming con-

ditions it is possible to reassign the availabilitv of channels

based on priority so that all users get protection and high prior-
ity users retain their grade of service (probability of being
blocked) while lower priority users have this grade and service
somewhat degraded. Furthermore, it is possible to monitor bit
error rate by using the metﬁods of extreme value theorv to obtain
rapid indication of the threat of being jammed so that appropriate
reallocation of channel capacity can be effected. The combination
of channel bit error rate momitoring and the method of realloca-
tion based on priority users can result in a dynamic and adaptive
scheme for making most effective use of the available bandwidth
based directly on real time traffic needs, priorities and jamming
conditions.

2) Detailed calculations have been made which now allow us
to assess the tradecifs of using bandwidth efficient (high bits
per second per Hert:) signalling alphabets to achieve greater
protection gain against the greater vulnerability to interference
and jamming that these schemes invariably have. Detailed equations
were derived for FSK, and M-ary QASK including the effects introduced
by Gray-coding the constellation. For straight noise jamming it
appears that a) reduced MARK-SPACE frequencies below the orthogo-
nality condition in FSX is counter-productive; b) QPSK appears to
be the best tradeoif when J/S is high (40dB). The probability of
bit error equations can be used to investigate for the particular

vulnerabilities present in multichannel svstems where some bits in
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a frame may be more important than others (2.g. frame svmch).

Also the bit error rate rate results can be used to assess
the value of dynamic allocation of capacity as described above,
anﬁ it is demonstrated that gross benefits can accrue in perfor-
mance by dymamic allocation when high jamming conditions are
present. Detailed curves based on the computations are presented
and can be used for other investigative and design purposes as
well.

3) Low rate error correcting codes are a viable and often
a very effective alternative to spread spectrum for jammiag pro-
tection. We have demonstrated several particular classes of
codes one of which is related to the linear PN sequences which
are a) easy to encode; b) relatively easy to decode; ¢) for
hard decision decoding exhibit good bit error rates near
Eb/No-lo; d) perform better than DS spread spectrum with <he
same sﬁreading factor; e) provide the added bonus of detecting
virtually all errors. Numerical calculations of perZormance
have been carried cut to verify these conclusions. Asymptoztic
analytic bounds have been found which support the numerical
results.

For soft decision decoding, these codes are effective in
providing coding gain for low Eb/No’ The coding gain can be
10 dB or higher but would require banks of matched filters.
Another class of low rate Convolutional codes have been Sound

which exhibit excellent performance and which show promise of
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Telatively easy decodability. There are distinct advantages of
using low rate codes either in place of direct sequence spread
spectrum or as an adjunct to any of the spread spectrum schemes
being used now.

4) It is now possible to analyze the complete steadv-state
and transient behavior of a linear mean square (LMS) algorithm .
adaptive null steering antenna arrav. It should therefore be
possible to a) determine the dynamics of the array when it is
in the process of being jammed; b) analyze the vulnerability of
the antenna array to "blinking'" or periodic jammers; c) give
insight to algorithm design which is simple, cost effective and
achieves expected performance; ¢) provide a starting point for
the understanding of array behavior under noise and barrage
jammers, CW tone and burst tone jammers.

Properly Jesigned adaptive antenna arrays offer great
promise for achieving a high degree of jamming protection without:
expending additional bandwidth (which may not be available in the
taczical environment. Furthermore, in principle, antenna arrays
can be "front-ended” to existing equipment without major modifi-
cation in modulation format, channelization, etc.

5) Frequency hopping systems offer good promise as an ECCM
technique. Many ideas associated with frequency hopping need :o

b

developed to exploit the full potential of FH. Alternate means
of correlation at the receiver can be used to change the character

of the "sliding correlation function" and permit sidelobeless
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outputs. The effects of partial band jamming on FH can be deva-

stating i FH modulation is approached naivelvy since it allows

a jammer to optimize a strategy for maximum communications

damage. These problems can, however, be overccme by diversity,

coding and other techniques.

Recommendations for Further Work

A. Investigative

* Refine algorithms for adaptive allocatioen of capacity

under jamming threats. This will also require the development

of an effective nonparametric technique for sensing jamming con-

ditions and estimating BER "on-line".

e lore the properties of the complete (low rate) con-
PTOp T

volutional codes with a specific view of defining a relatively
simple algorithm for soft decision decoding of these codes.

¢ Investigate the periodic response of adaptive arrav
antenna algorithms in order to uncover means for avoiding the g?
vulnerability to blinking jammers. Since the analysis available
appears to be able to handle multiple jamming signal approaching
from different angles, this should be given particular attention.

® Analy:ze further the behavior of adaptive arrays in noise

and random jamming signals. This analysis has never been carried
out until the work reported here. The payoff in understanding the
response of the array to stochastic signals can be great siace

real jammers are best mcdeled by random signals.



Developmental

Based on the direct results of our research and also on the
contact with other problems that we have had in the course of our
investigations; we recommend 2 number of development projects
which would hopefully exploit the theoretical ideas discovered
and take advantage of the opportunities that a successful VHSI
and VLSI endeavor will produce by the mid 1980's.

¢ 1Implementation of all the signal processing functions
of direct sequence spread spectrum receiver on a chip. This
would include correlators, matched filters for acquisition,
logic, ciocks, sequence generators, data detectors and alarms.

¢* Implementation of a digitally controlled frequency
synthesizer in VLSI. This would be a challanging task since fre-
gquency synthesis Zfunctions are predominantly analog such as

Silters, mixers, etc. The new analog integrated circuit concepts

such as capacitor switching may be invoked here. Success in this

venture would make frequency hopping systems much more palatable.
¢ Develop an integrated circuit matched filter bank for the
Reed-Muller codes (PN Sequence Codes) and other block codes shown
to be effective over Gaussian Channels. This would require the
equivalent of about 1000 tapped delay line systems and could
conceivably be done in VLSI. The achievement of integrated.
matched Zilter banks could result in substantial coding gain as

shown in this report. Additionally, such a development could be
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used for rapid acquisition and other signal processing objectives

in ECCM.
®* Develop the front end and signal processiag functions of
an adaptive array. At present adaptive arrays are expensive
since they require multiply many front ends and cthe signal processing
that goes with each. One far out possibility is to produce a VHSI
""sampled-data” adaptive array.
[ Z

Develop- a convolutional decoder in a very small package.

This might be a maximal likelihood (Viterbi) decoder of moderate

constraint length (3-4) on a chip or a hard decision decoder based

on a possible algebraic algorithm for the complete (low rate) codes
described in this report.

® Develop "Smart' multiplexors for digital multichannel
communications which can switch traffic, assign priorities, | E
operate at variable data rates and variable channel allocatioms.
This would require the multiplexor to have a microcomputer;
direct access memory and programming capability. COCne of many 1;

applications of such a smart multiplexor would be to implement a

priority based adaptive channel allocation scheme as described in

this report.




Appendix A, Spread Spectrum Background - Frequency Hopping Syvstems

A.l1. Introduction

The ECCM technology has produced, over the past 20 years a
plethora cf ideas for jam-resistant communications. Some indi-
cation of the diversity of the proposals is provided by examina-
tion of the list below:

1. Direct Sequence Pseudo-Noise (PN)

*r
.

Frequency Hopping (FH)

(72 ]

Frequency-Time Dodging

4. Time Dodging Burst

‘ 5. Chirp Techniques

1 6. Interleaved Error Correcting Coding
7. Moving Notch Filters
8. Adaptive Sisnal Cancellers
9. Receiver Blanking Techniques

10. Adaptive Antenna Nulling
11. Weak Signal Amplifiers

The first six items on this list involve some or a large

degree of spectral spreading so that the amount of bandwidth
required per bit per second of raw data is larger than would
notmally be necessary. -The other techniques, while not utilizing
the bandwidth as a resource for achieving jamming protection
require a priori knowledge of the nature of the jammer c¢r, in

the case of adaptive null steering antennas, an array receiver,
In this appendix, a review of the analysis and major design

issues for frequency hopping will be presented.
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On the premise that, in any event, certain resources mus:

he expended to achieve anti-jamming capability, it is important

to first address the question of how one measures ECCM effective- '
ness. Perhaps the most commonly used measure of protection

against jamming is a quantity known as the processiag gzaia.

In the following pages, after defining Processing Gain and its

{ concomitant svstem measure, Jamming Marzin, we will show how

singularly misleading this measure can be in general and, in
particular, when assessing the performance of fraquency hopping

systems.
A.2. Processing Gain

The notion of processing gain (P.G.) derives from the face:
that a signal to noise (jammer) ratio improvement can te
obtained by a receiver which possesses a replica of the wideband
modulation carrier by correlation or matched filter processing.
This is shown in Figure A.la where, for illustration purposes,
the broad band process in a pseudo-noise (PN) sequence. The
pseudo-noise at the transmitter causes the transmission to be
spread and a bandwidth Bpp which is large compared to the data
bandwidth, BD. Correlating the received signal with a replica
! (time synchronized) of the transmitted spreading signal causes

the resulting signal to "coherently collapse" in bandwidth to

] that of the data spectrum.
Subsequent post-correlation filtering then permits all

of the data spectmum to be recovered while acceptiag onlvy a

T T o o AP et
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fracticn BRP/BD of the interfering signal, This description
is one of many ways of viewing the achievement oI the pro-
cessing gain and is easily formalized at baseband as follows:
Transmitted signal = s(t) = X(t) d(t)
Where X(t) = pseudo noise
d(t) = data
Receiver correlation output R(t):

r(t,7) = [X(t)d(e) - X(t-7)] #* a(w)

Where » 1(t) denotes convolution with the impulse response

of the receiver filter and T is the local time offset which
is adjusted to zero during the process of acquisition and main-
tained near zero by tracking loops. The receiver output is
;hen
r{t) = d(t)‘x h(t)
or, in terms of the Pourie} transform,
R(E) = D(E)  H(E)
so that if D(E) = 0 for lfI>BD it is possible to choose
HCE) = ‘1 ) Ifl < BD
0 ; [£] > 3y
and thus
v(t) = d(t) [data recovered]
An interfering signal, not matched to x(t) however will yield:
Ti(8) = N(t) - X(2) « h(%)
Where, if N(t), the interferiug signal is a narrowband spot
frequency jammer, say, then the mean squared power out of zhe

correlation recgeiver bdeccmes
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and if Sx(f), the power spectr transmitted bandwidth BRF; we

have
c2
N
Sx(£) = »p—
x RF
and finally
2 gl BE;__D
.1 N Rq-
bl

2

Where gy = input interference power which we observe to have

been reduced by the processing gain, i.e.

Brr

P.G. = B—-
D

While the processing gain concept and the analysis

leading té it is valid, the number has only a second moment
interpretation. That is, tie processing gain can only tell us
hoﬁ much advantage we gain in average interference power
that finally is allowed to pass through the correlation
receiver, By itself the processing gain cannot be used as a
measure of performance in digital communications. However,
with some care, and under certain circumstances it is possible
to obtain meaningful anti-jamming performance measures from
the processing gain. For example, for long binary PN sequences
which, when £filtered behave like Gaussian noise, the probability
0of error can be estimated by:

P(e) = £(y*P.G) (a4.1) | 1
Where -

S signal nower

Y * 7 % Tamming power




and £(') depends on the modem e.,3. for non-ccherent FSX

2(x) = 5 exp-x (A.2)
for ccherent binary PSX
£(x) = }eric /X (A.3)
for binary DPSK
(A.4)

£(x) = % exp-%

as shown in Figure A.1lb.

. . - - - -3
Thus, to achisve a bit error rate (3.E.R.) on P{s) oz 10

we require
x=y - PG=9.6 43
now if PG = 30 48 (1000:1 bandspread) then we could tolerate J/S

of 9.6 - 30 = 20.4 dB. In other words, the jammer would

require more than 30 dB or 100 times more power at the receiver
before the performance of 3.E.R. = 1075 would te degraded!
Indeed, except for the ommission of implementation losses and
the approximation of the filtered PN sequence as Gaussian noise,
this calculation can be used to compute a direct performance

measure, i.e. B.E.R.

The protection ratioc afforded by any spread spectrum system

is theoretically determined by BRP/RD where BRP is the radio
frequency bandwidth and Ry is the data rate (bps) (and is alse
the nominal bandwidth 3D that would be required to tramsmit
binary data without spreading). The protection ratio is simply

the theoretical advantage on Jrocessing gain that a desired

signal (that is matched in frequency, code and time) has cver

a jamming signal (wileband noise over the band, or a spot,
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single or multiple frequency) that is not properly iaformed.
That is, Zor the same received signal power the desired siznal
will emerge, after processing, with SRP/RD more power than che
jamming signal. 7, to put it another way, for the jammer =
affect a response equal to that of the desired signal, he would
have to grovide BRP/RD more power than the desired signal. Thaus
i£ G, = R-?i"chen (3/5) out - G;1(J/S) in,where (J/S)ouc is the
output jamming to signal power.

The theoretical processing gain, however, is not, by itsel:,
a2 measure of how well the system is capable of performing in a
jamming environment. For this purpose we usually iantroducs

the ideal of jamming margin (Mj). This is the residual advantage

that the system has after we subtract (in d3):

1. The minimum (S/N) necessary to achieve the transmission

out
performance required. (Typically, this would be specified in
terms of Eb/No, the energy (joules) per information dit divided
by the ""noise'” spectral density in watts/Hz required after the
processing gain to achieve a specified probability of errocr).

2. The implementation loss (LI) due to imperfect timing,
correlation, etc.

5. The loss in protection (LJ) that would be incurred
by a more intelligent jammer that takes advantage of xnewledge
of the system which allows him a greater degree of tenetration
than that obtainable by brute force CN or noise ;jamming.

Thus in decibels,

My ® Gp - c?,):u: - Lp - L.

For example, i 3. = 500 KHI, R - 15 Xops,
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3 then

Typically, LI = 1,5 -2 dB

= (D) = 10 dB (For BER = 10 °, BPSK no coding) -
out

A
Zjn

o

I

sav, LJ = 2 dB due to partial band jamming
Then
Mj = 9,72 -2 - 10 - 2 = -4.28 dB

This means that the system will operate within the prescribed
performances (BER < 10’5) up to the point when the jammer
power is as much as 4.28 lower than that of the desired signal
at the receiver input. If the jammer power is larger than
this, than although the processing gain still appears to favor
the desired signal, the performance will drop below the require-
ments (BER < 1075).

Several additional points should be made:

a. In a complicated signal structure involving FH, PN,
TH, Gp may not be BRF/RD but it certainly will not be greater
(against a noise jammer). Gp, in fact, implies a reference
jammer which is usually taken as stationary Gaussian noise
all of whose power is uniformly spread across the bandwidth in
question. This defines No in watts/Hz once Bpp is specified.

b. The loss due to an intelligent jammer depends strongly
on the perceived threat. That is, it depends on how much value

an enemy is willing to place on taking advantage of his knowledge

¢f the system (it is always a tacit understanding that an enemy




¥nows the system design and the only thing denied to him is

the code of the day). If the snemy choses not to0 take advantage
of this knowledge then his use of brute force noise cr CV will
cost him LJ d3 (or, we can pick up the LJ d3 toc our jamming
margin or reducs our BRF Tequirements, etc.)

c. The (%) can be reduced (thereby increasing MJ

out
for specified Gp or vice versa) by the use of coding. Typically,
we can pick up anywhere from 2-5 d3 with cediag. Thaat is,
to achieve a specified probability of ervor it nay require

2 to 3 d3 less (%) and this may be used to increase MJ

out
or reduce GP required for a given M. [t should be noted that
Pra frequency hopping system it is usually essential that some
coding be used because the protection ratic provided by that
method, being effectively an evasion tactic, may not be eifective
even against a spot jammer since all the jammer must do is to
degrade the system performance beyond the acceptable range.

Thus if a frequency hopping system uses 100 frequencies, a

spot jammer sitting on one of them will cause an average error
rate of 10‘2. Even though it appears that the protaction gain
achievable is 20 dB, the system is totally vulnerable. Ccdiag
forces the jammer to occupy many frequency slots and since he
doesn't know the pattern, wiping out just a few of the code
symbols still leaves the full power of the code to recover the
data. Since most block codes (including Reed-Solomon M-ary
symbol codes) are effective provided not too aany svambols arTe
caused to be in error in a given block, it is usuallv also

necessarv to interleave the data before transmission and

deinterleave it at the receiver so that bursts of ervors
- 180 -
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caused bv a high power pulse jammer is distributed among many
blocks and the code retains the effectiveness.

d. The jamming margin previded above is based on spread
spectrum signal structure alone. Additional and significant
(10 - 20 dB or more) anti-jamming protection may be obtained
from adaptive null steering antennas which discriminates
against a jammer because of the physical separation of the
desired transmitter and the jammer. This technique does not,
in principle, require bandspreading but it is most naturally
implemented in conjunction with PN spread spectrum which
provides a necessary reference signal.

e. Finally, the actual jamming margin, MJ required is an
operational specification that is, it is determined by the
perceived jamming threat scenario. Thus, if a requirement of
say, 12dB jamming margin is based on the assumptions of say,
2KW jammers deployed in a certain way and with 100 Waztt
friendly transmitters, then all other assumptions remaining
the same, 3 dB of jamming margin can be gained by increasing
the power to 200 watts per transmitter. The total electro-
magnetic "clutter" caused by this move would, of course, in-
crease by 3 dB but if this could be tolerated by systems
occupying the same band then one could presummably obtain the

same performance against the specified jamming threat with

3583 less processing gain (or one half the required Bor if we
chocse to trade on that).
In this appendix we hope to introduce some of the properties

and problems associated with frequency hopping and especially
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as they relate to the possible use of such svstems to minimize
jamming vulaerability or to maximize jamming margin as defined
above. The objective is to record some analysis which is not

generally available or known and to point to the possible

S ey

pitfalls that await naive application of Fformulas.

A. 3. Frequency Hopping

g T e TR b T

Frequency hopping is an evasion technique by which the
"instantanegus' frequency of a carrier is changed pseudo-
randomly every T sec. 1/T is the hopping rate and the pattern

is illustrated in Figure A.lc where the frequencies are chosen

FSRA - —p T ORI 7~ MRS (YR

from the set {fi} corresponding to pseudo-random code i. 3ecause
the spectral occupancy of a finite burst of carrier is approxi-
mately 1/T, it is necessary to space the separation between
frequencies by the order of 1/T. Thus if there are N frequencies h
in the set over which hopping takes place, then Bpp» the total
range is N/T as shown in Figure A.2 where the time-frequency
occupancy is shown.

A typical implementation of the Frequency Hopping (FH)
transmitter is shown in figure A.3. A digitally controlled
Frequency Synthesizer (to be discussed later) is driven by

a PN zeneratof to generate a pseudo-random hopping pattern. A

common way to impart data is to allow the least significant

bit (LSB) of the frequency synthesizer control input %o cause
frequency shift keying of the hopped signal in order to generate

mark and space symbols, The FH transmitter could sither be

S RO STy 53 vt e T

coherent and preserve relative phase in transitions or, as is

i
'
!
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Figure A.7¢C - Hopping Pattern
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Figure A.2 - Time-Freguency Occupancy
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more commonly the practice, the transmitter phase is not pre-
served and we have non-coherent FH. The FH receiver is more
complicated since provision must be made for acquisition and
tracking. A simplified block diagram is shown in figure A 4,

The process of demodulation after code acquisition has taken

{ place is illustrated bx examining Figure A.5 where the local
synthesizer effectively "dehops" the signal to a standard
FSK signal for demodulating the data.

In order to fully appreciate the properties of FH for

purposes of acquisition and spectral analysis, we shall

derive the auto correlation function and the power spectral

density of a coherently hopped signal, the hopping pattern of which

is assured to be random.
A.4. Autocorrelation Function of Coherent Frequency Hopping

Consider a wave form generated by selecting at random one
of 2N sine functions sin (naw:z) n = =K, 2(K + 1)...2(K + N - 1)
every T seconds. Assume further that K>>1/Tw so that there are
many r.f. cvcles in any one interval, T.
The total waveform can be represented by
K+N-1

s(t) = § pT(n) (t) sin nawt (A.3)
n=K

where PT(n) is a random pulse train of 1, o, and -1 so that

av.< P2 (P> 2 g (A.6)

and

(A7)
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and A2 = 274Aw is the frequency spacing.

A typical s{t) is shown in Figure A.6. This signal may
be generated by the scheme shown in Figure A.7.

The auto correlation function ¢s(7) of s(t) taking into

account the fact that K>>1 is:

K+N-1

1
¢ (1) = 1 cos nAwT
s 7 pex % (M) (A.8)
(n) . . .
Now ¢PT( ) is the same for 21l n and is readily seen
to be '
| !
SRS JCIE SN LIIPE (a.9)
=0 s 1t > T
Hence,
K+N-1
¢s(r) = Jﬁ (1 - l%ij ) cos nawt; (1| < T (A.10)
- e n.K
or

A+V 1 K-1
64(7) = a5 (1 - -LT—) [ ) cos nAwt - )} cOs nAw‘r]

n=0 n=0
The finite trigonometric sum has a closed form expression* so

that

K+N- 1

Awt sin KTE"AWT
ogt) = e 1 - Ly - 2 -
sin &YX

cos 5;1 Aw<e sin § AwT

. AWT
sin éqé

-

*See R.P. Adams Smithson, Mathematical Formulae, p. 81.
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Since (2K+N-1} >> N the bracketed term is recogni:zed as the
envelove of the autocorrelation fumction. Furthermore, when
N >> 1 then
-
, i
N .. Awt
v

sin
is in the envelope of the envelope.
Equation (A.1ll) can be normalized by dividing by ¢s(0) =
1/2, and setting /T = 0. Then we get

N

o_(8) sin AwTS "
S 1 9 a 2. GK*N'I .
5 = - - '—1'——' A Te A.lz
°stﬁj N (4 1#1) sin = awT8 cos © iy ( )
le] > 1

Some interesting results are easily obtained form the
bracketed function. For example the first significant sidelobe
occurs when % AwTe = %%ET' Then if N is large,

f.L\
¢S\ )

R N B L (A.13°
;sioi N Sewl) T TI= Aeds

"H

4




. f%” 0.212 (N very large)

3.(7) - :
wheret;iTET}is the brackstsd envelope factor of the notmali:zed

autocorrelation Sunction (A.13).

3
In order to avoid a large spurious peak, it is necessary
that
E sin % awTt # 0 0 <3 <1
; It is sufficient that
%—.iw‘l‘ < =
oT,

T - 1 p
. TALLS
AW < = QT A < K A )

/
-

There are 2N lobes and an equal number of nulls.

A.5. Spectral Density

The power spectral density is obtained directly £from the
Fourier transform of (6) The Fourier transform of a typical

tern is
P{% (L - l§L) cos aw T} = % (Wp _}Z-naf) » Wy (£+nad))
> T T

where WPT is the Fourier transform of 2, (%)
*T
Now,

Flgp (D} = FOF (1 - L BIRE:

T ,sinw£fT,2 |
v g x

Hence the two-sided spectral density of the Sreguency-

aopped signal is:
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K*N-

T

v sinwT(£-nArs . sinnT(£f+naf).2
ws(f) * BN 7ZE°naIiT (w I+nliz} ) (A.

A typical spectrum for the case 4Af = %. N=4 is shown in

(=]
s
~

Figure A.8.
Notice that

L2

J W (£)df = %‘-- ¢ (o)

which is the mean-squared power of the sigmnal.

Example

For the case N = 16 and the frequency separation Af
is 2, the envelope normalized autocorrelation function
{@1:(6)}/¢i6(o) is plotted in Figure A.9. The dotted curve
is the envelope of the sidelobe peaks. The first significant
sidelobe has a normalized amplitude of 0.212 which was shown
to be the maximum possible. The reason for the large central
peak is due to the fact that Af does not satisfy condition
(A.14). Physically, the peak occurs because the frequencies
chosen all have a period E%' which is an exact even submultiple
of the quantizing period T. Therfore at exactly a shift of
= 7T/2 or 8 = 1/2, all the frequencies are in phase again.

This central peak would not occur if af = 1/T.

The curve of Figure A.9 can be applied diréctly to a

practical frequency hopping system. For example, it applies
system using 16 frequencies separated by 100 KC and hopping
30 KC rate.

The large czentralpeak c¢f Figure A.9 would be extTemely undesirable
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for acquisition since a false lock conditien would occur with
high probability. This coupled with the fact that the spectrum
is not smooth (see figure A.8) neccesitates that we choose

- % which insures 1) no spurious peak 2) smooth spectrum

th

a

3) orthogonality of the frequency bursts for good discrimination.

For Lf = %, the autocorrelation function is shown in Figure A.10.
A.6. Alternate Derivation of the Autocorrelation Function

The derivivation given above is appealing because of the
fact that it follows the physical means by which the signal is
created. There are, however certain rough spots so that the
alternate more rigorous derivation is warranted.

The autocorrelation of stochastic process s(t) is defined

¢g (cl,tz) - E{s(tl) b s(tz)] = JJ p(sl,sz)slszdslds2

where E is the statistical expectation and p(s1 sz) is the joint
probability density of s(tl) and s(tz) and

05 (ty,%,) = Els(ty)] x Els(t))] = o  |tj-t,[>T

since
E[S(tl)] - E[s(tz)] =0
if T and t, are in the same interval, then p(sl,sz) = 0
except when s(tl) and s(tz) are on the same curve in which case
p(sl.s,) is the probability of the curve. If there are 2N

carves

2g(t,T5) = v PS5, (T1)8, () Where P is the probability

n=]

of the curve.
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if all the curves are equiprobable Pn - -ln Now if

e S e

. 2N
S, * sin Awt, & = =K, =(K+1),..., (X + N - 1)
1 £ (K*N-1)
85(2y5t,) = 3y {sin nsawt, sin ndw awt,}
n=zK
1 :(§+N-1)
*s(tl’tz) * I8N n:ﬁ {cos naw (tz-tl) - COS niw (tz¢t1)}
and
1 2 (K+N-1)
$s(.3y) = 3% ZK {cos nawz - cos naw (2t; + 7)1}
n== _
; KeN-1 ¢ )3
) COS nAw T - ¢0s niAw (2t, + T):

If the process is staticnary T is distributed uniformly
over [0, v]. Therefore, we wish to averate ;s (r,tl) over t,.
This is done by integrating over the shaded areas of Figure
A.l11 where @s(tl,tz) and L (t,tl) possess non-zero value,

Hence for v > 0

¢s(t) =¥ &stt,tl) dt ; 0 <t <T :

‘0 1
L 1 T-
= o - : P .
m n.}L( {(T -) oS niwT + m; sin naw 2ty *T) ]0
1 K"‘N'l T 1
8(7) = ¥ ZK {(1- ) cosdwt - s sin nlwt} (A.16)
n- .

Now if X >>1%35, the second term may be dropped and

&

1 - KeN-1
()= wy (1 - %) i cos naw:T 0 <1< T (A.17)
n=K
s 0 ; T > T
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PN,

Since ¢s(1) is an even function (A.17) is identical with (A.10)

Laned

A 7. Correlation Function for Non-coherent F2

For reasons having to do with rapid acquisitibn, it is
common to have the receiver in 2z FH system operate incoherently.
That is, the correlation operation for dehopping is followed
by a square law or an envelope detector so that the phase of the
r.£, signal is not relevant to the detection process. The
consequence o this is that the £fine structure of the corre-
lation function is obliterated. A simple calculation can show
this phenomenon. The diagram of figure A.12 shows the basic
receiver structure where the local FH synthesizer is s'(t + 1)
and is a t-shifted version of the received signal §(t) and
has random phase .relative to the received signal.

Thus

s(t) = Z P(n)

(t) sin n Awt (as in A.S5)
po! .

st ()= I o™ (0) sin (nawe + ¥)
n

?n are uniform (0,27); i.i.d.
then the {(cross correlation function of s and s' is

r__,(1) = s(t) s'(t+7)dz
s Jperiod

|-
= % (1'*TL) % cos (nawz+¥ )

3
-
y n
for ., < T and appears at pciant A. N

ext, consider that the

non-coherent detector performs a squaring and averaging so

that the output (at B) is !
- 187 -
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. (7) = Biz3(0)] = [ 2(1-4E4) o1 T (3« % cos(2nawtezv )]
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The overbar indicates expectation or average and is clearly

equal to zero so that fimally,
Id 1 , 2
6500 =gy (- M el <t

as shown. The lack of fine structure allows for much cruder
timing afcuracy than would otherwise need to be the case for
acquisition or tracking. The non-coherent autocorrelation function

resembles that of a PN direct sequence with one exception. The

reciprocal of the width of the autocorrelation function which

is one half the hopping rate is not proportional BRP’ the

bandspread. Furthermore, the processing gain G_, determined earlier

P
does not depend on the hopping rate and thus for a given BRP
and data rate, RD’ we can achieve any processing gain desired

even with arbitrarily low hopping rate! This is easy to see

. . SRF Nof
since the processing gain GP "E """ N when the data
DATA *

is modulated at 1 symbol/hop (we shall see the evil conse-
guences of this later). Thus Gp is equal only to the number
% o frequencies used! This is of course appealing since

% it implies that if,ior example ,we use N = 1000 frequencies
and the jammer doesn't have code tracking ability, his single
spot Zrequency jammer would cause interference only 1 in 1000
thus giving the desired signal a 30dB advantage. The folly

of this reasoning is that without coding, that single spot

jammer can induce an error rate of 1 in 1000 which mayv be
intolerable. As we will see later, this necessitates the use i
0f coding for FH systems. Without coding however, the achieve-
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ment of high processing gain is an illusien as far as jamming

protection is concerned.
A.8 Phase Modification for Improved Correlaticn in Coherent
Frequency Hepping
In section A.4 we derived the autocorrelation function for
coherent frequency hopping. The autocorrelation function is
.  characterized By many sidelobes which can present great difficul-
ties duriag sequential acquisition and alseo during trackiag when
"tau" modulation or delay locking is used. The probdlem of side-
lotes is avoided By non-coherent correlation as was shown iIn
A.7, dut with potential loss in performance, especially ia pro-
cessing gain against a partial Band jammer. It is shown dere that
a modification of the phase structure of tlhe local frequency
synthesizer relative to that of the transmitted (or received)
signal can be used to eliminate sidelobe effects even when
coherent correlation is used. Generalizations are possidle.

As in A.4 we write the input frequency hopped waveform as

! K+N-1

HORINS =8 sian s [A.3]
n’

The local reference frequency hopping signal is
K+#N-1 i

Sp(0) = L (M) siafnaCesTi+s ) [A.18]

Yhen, as before P (n) is a random pulse traia of 1, Q and -1

]

and 3, are 2 selection of deterministic piase Zunctiocns which are

to be determined =0 remove =he sidelobes in the c¢ross correiation

-

fuacction
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The resulting function, of course, reduces to the previous
results if en-o identically for all n. In the interest of writing
results relative to the center of the band of hopped frequencies,
it is convenient to make the substitution n-M:r where r is the
harmonic number around the center freguency MAw. Then for N even,

- N/2 1
QSCT) = (lmLfL) cos [MAwt + (r~7)Aw1 - er]
T=-N/2

expanding the cosine and letting 6,=-8__ we obtain®*

2
f COSSrCOS(r'%)AWT](ZCOS MawWT) [A.19]

o,y = a-Lhe
s T=1

Similarly for N odd

N-1
R4 v

B (1) = (1-——)[1+2 1 cosercosrAWTJ(cosMAw7) [A.202
T=1

The last factor in each case, cos Miwst, represents the rf
center frequency. The other factors are the envelope cf the
correlation function. When er-o identically for all r we obtain
the result in section A.4. However, if we relate cos Er to the
coefsicients of the binomial expansion we can adjust the ¢s(r)

function to aveoid sidelobes. Thus, let

N-1
cos 6_ =[N
T =T

*noting that

N/2
1 sinl(r-1/2)awt+e_J = 0
T=-n/2 *

- 201 -
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and substituting in A.19, we obtain for N even

and
N/2 N/2
P _cos[(r-1/2)awt«é.] = 2 [ cos &. cos(r-1/2)awt
T=-N/2 r=1 :

The envelope of the correlation function is

i N/
Eav 9 (x) = csz%l)rgl (73,0 cos(r-1/2)aws [4.21]

This series may be evaluated in closed form by examining

the binomial expansion

. .3 N-1
N-1 4wt elAWT/z+e Lawt/2
os = ( v )

c 7

. LN Nil Noly iXawr/z | i(N-1-K)Awt/2
K=0

K€

o Ne1 T -7 Ao
R A ot SRR A LI LY
gag K

since N is even this can be written

- N- i(N-1-2% -
3 C‘Kll el[N 1-2K)Awt/2
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N~ N/
1N %
t

where we Lhave changed the index of summation in the second series

from K to N-1-K. Now since (Nil} = .?IEK) we have

o N2-1
= 22N T T (Nely s (N-1-2K) Aw/2
K=0 X

letting v = N/2-K

N/2-1

7N -

. 227N KZQ Cg/%-r) cos(r-1/2)aut (A.22]
Equation A.22 contains the summation in the envelope of

the correlation function, and we can finally write for N even

] Env P (1) = (l-l%|) c2N"2 L oMl

and for N odd,

Awt/2 [A.23]

N-1

* N 2'1
cos™ L awr/z = 217 N(1e2 §

(Nfil ] cos Kawt)
K=1 T-K

and we would choose (see eguation A.20)

- N-1
cos 8, (N-l/z-r7

In either case the envelope of the correlation function given

t

by A.23 in the range |<!<T and zero elsewhere is strictly a

monctonic function in this range with no sidelobes. A normali:zed ;

piot of this function for N=16 and T=0.9/4f is shown in figure
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A.13. The required relative phases of the hopping frequencies
is shown in figure A.l4.
The implementaticn of such a correlaticn requires that the

-

ver frequency synthesizer adjust the relative phase of the

(3]
L]

eCce

. . . B . -
selection frequencies such that the = B frequency from the canter
of the band has a relative phase
-1. N-1
A.24
3, = cos CN/2~r) ( ]
for N even and
4 92
8, = cos” CV l/,_r) AL 23]

for N odd.

Actually, the binomial phase law[A.24] and [A.25] is similiar
to the technique used in phased antenna arrays to eliminaze
sidelobes. Extensions to this technique are possible. 1If
the amplitude of the individual frequencies that are used for
local correlation are also amenable to variation, a possible
advantage here is the prospects of obtaining very narrow auto-
Sorrelation functions for frequency hopping which can then Ye

used Sor accurate timing and/or ranging.

A.9 Partial Band Jamming

[t was established previcusly that although the processing
2ain of a frequency hopping (FH) system is N, the number 3¢
frequencies used, that the probability of error or bit errer

Tata2 (3ER)

[
n

1/Nif we transmit at the rate of 1 bi: per 2or and
the jammer transmits on one frequency. This is an extreme case

of partial band jamming since the jammer needs cnly to concen-
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trate all his power at one Zrequency. A moTe extreme case

ensues if the frequency hopper uses non-coherent FSK signalling
with deterministic or adjacent mark and space frequencies. Under
these circumstances the jammer need only detect the instantaneous
frequency and transmit the other frequency. Thus if a mark

is sensed then a space is transmitted and vice versa. Incdeed this
regimen will degrade the BER to a totally useless 1/2. This
illustration points out the need at least to pseudo-randomi:ze

the mark-space frequencies. This is especially the case under
slow bopping where a potential repeater jammer has ample time

to measure the received frequency and take appropriate action.

In order to fully appreciate the effects of partial band
jamming we will consider several modulation schemes incorporated
in F.H. svstems and the effects of a band of tone jammers.

To begin, suppose we have uncoded binary coherent phase shift
keying (PSK) and'the signal7is
- s(t) = = :ih cos(wot) | [A.26)
Then a jamming frequency will cause a bit error if it is:
1. on frequency W
2. of phase and magnitude to cause a polarity change
in the output of the demodulation.

The jamming signal, if censored on w_ is:

- )
‘PE
j(t) = ‘Ki cos(w°t+e)

where EJ is the total jamming energy/bit spread among K carriers,
and 2 is unifermly distributed dewteen J and Iw. Tihe probabilicy

0f a bit error is therefore equal to

P(e) = P(jammer produces error | jammer on frequency)




P(jammer on frequency)

4E :
* P (-/Ej cVgcos 2 <0) -3
k __-1¥Fs . By _y
MotV ek
P(e) = e
b _ N
0 T, % [A.27]

Where it is assumed that the jammer phase is uniformly distributed
(0,27) and where Jo 3 EJ/X is the jammer density siaces it measures
the jammer power at each frequency if the total jammer power were
equally spread amongst each of the N hopring frequencies. From
A.27, it is apparent that their exists a X/N which maximized P(g).
Treating X/N as a continuous variable for simplicity allows us to
find the maximum We can differentiate and set the result equal

to zero when the maxim;m falls inside the boundaries 1/N<l.
Whether the maximum falls in this range depends on Eb/J° as
depicted in figure A.15. When Eb/Jc is very small the P(:g)

rersus K/X cause is dominated by K/7N and it is seen tha: the
maximum within the boundary occurs at X/N=l. The actual aaxiaum
value of Eb/J° for which this condition holds is Eb/J° = 0,64
(--1.9d4B). Beyond that range the peak P(c) occurs inside the

boundaries until E,/N,=0.64N. The resulting maximum is then

given b5y
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Figure A.15 Optimal (MAX P(£)) Partial Band Jamming




/7 cos P WE, /T, 1 E /I, < 0.64; KtaN

max 2(z) F23 5 0.64 < Ey/J ) < 0.64N; LeXreN

9<K/NgL B’ %o

1/n cos'l\]Eb/.‘IJo ; Eb/Jo > 0.64N; K#*=N

Where X* is the gptimum number of jamming frequencies to do the
most damage i.e. maximize P(g). To illustrate, suprvose N=1300
frequencies, then for Eb/J° < 640 (=28.143) there exists a strategy
for the jammer which does not require him to spread his power over
the entire band of 1000 frequencies. If, for example, Eb/Jo*lO
(10d48) then suci a strategy can induce a P(g) = 0.013 which is
unacceptable. Recall that for Eb/No-IO in Gaussian necise, P(a)<10'3.
All of the above discussion was f£or uncoded, coherent binary
Phase shift keying with random £frequency hopping for ECCM, and
discrete, partial band tone jammers. Coherent BPSX was used to
illustrate and highlight the mechanism in a way which is traas-
parent and easy to comprehend. The same analvsis can be carried
out for non-coherent nonbinary, FSX, DPSX, ets. and for partial
band noise jamming as well with the same dismal results.

Since most frequency hopping systems do smplov non-ccherent
detection, a simple calculation with partial jand noise jamming

is useful in highlighting the phenomenon at work. For non-co-

nerent FSX in full band Gaussian noise with power spectral dansizv

No watts/HI, tle minimum probability of error receiver aciiavas

P(z) = 7 exp (-E./2N)
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Now if a two level1 additive noise has power density
No/p in a fraction 0<p<l cf the band
and

Q@ in a fraction l-p of the band
Then a random frequency hopper will encounter this noise density
with probability p and will be (virtually) noiseless or error-free
with probability 1l-p. Thus for this partial band jammer

P(e) = p/2 exp-(p Ep/2N,)

(P here plays the same role as K/N did in the partial band tone
jammer above). It is apparent that the p whick maximizs P(g)

is p = 2N /Ey<l or

- 1 - 0.37
zb/No Eb/No

maxpP(e) > I
O<p<l

With_equality when Eb/N° = 2 in which case full band (p=1)
jamming is required to induce the given probability of error.
As an example, again take Eb/No-ISJHBwhich, recall results in
P(e) < 1075 for full band Gaussian noise for noncoherent ESK.
A partial band jammer occupying a fraction p=0.2 of the band
(optimal) will cause the error rate to be 0.016 which is totally
unacceptable. A different way to look at this issue which
is even more dramatic is to ask what Eb/No is, in fact, required

with the worst case partial band jammer to achieve 10°° error rate?

1I: can be shown that there is no worse distribdution than
twe level.

il
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The answer is 45.58dB! The use of multiple level signalling
actually maxes matters worse since If we emploved M-ary FSX,
the results for P(e) would be multiplied roughly by (M-l)/logZM.
The basic behavior in either case (coherent PSX, non-co-
herent FSX) is the same. The error rate reducss only inversely
wich Eb/No rather than exponentially as is the usual situation with
wideband noise. This phenomenon is chara;teristic not only of
partial band jamming but of Rayleigh fading as well since the
effects of the two are very much related. With this iaverse
behavior signalling can Be virtually distrupted with quite litztle
power expenditure on the part of a jammer. The only soclution is
to devise a modification of the data encoding on the Zreguency
hopper which would force the jammer to spread and so that ae will
achieve no advantage from partial band jamming. Two technigues
are available. One is diversity. 1I.e. send data in a mul:tiple
such as on different frequencies. In frequency hopping this is
readily achieved by having a bit sent over the duratioen of many
frequency hopping "chips". This is known as bit-splitting and
it has the effect of preventing only a few spot jammers from
obliterating any bit but it reduces the data rate aécordingly.
The second method is coding. This too requires effective bit-
splitting but if the codes chosen are sufficiently powerful then
it may be possible to achieve the desired performance without
sacrificing the data rate. Indeed diversity itself is a repe-

tition code which is not optimum in this sense.
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A.10 Coding for Freguency Hopping

Because partial band jamming can be so effective against /
a2 frequency hopper, it is natural te inquire whether channel !

coding can help to mitigate the hazard. It will be shown that

P
RS .

even simple codes such as repetition codes will werk, but more

importantly, that with coding it is possible to achieve not

Y

only the full practical processing gain expected of frequency

P

hopping but that a coding gain can be realized on top of evervthing.

To illustrate the ideas succinctly we will use a simple i
odé-repetition binary code to show how partial band jamming .
strategies can be made ineffectual. Consider a "slow hopping”
transmitter that takes 3 hops to present one information bit.
Then a noncoherent dehopping receiver can use a majority vote
decision rule to decide a bit. That is, the receiver announces

a binary "1" if two or more "1"s appear in a triplet of three

hops. Since the three hops during one bit are pseudo random, a
single spot jammer with power equal to that of the received signal
cannct cause an information bit error since this jammer will at most
wipe out or cause an error in one ocut of three chips making up a
bit and majority logic decision will always be correct, providing
that the frequency triplet is distinct. 1It, in fact, now requires
at least two spot jammers to cause a possible error, (if the two
spot jamming frequencies happen to cocincide with 2 of the 3 hop
frequencies and to cancel them, due to fortuitous phase relationships.)
For example, if there were N«1000 random frecuencies and
) p” (1-p)

. (g) 25 =35 x 10°% where P - 1077 is the probability of a spot

R Y2 ]

one jammer, the probability of a bit error is then Pe = (

- 213 -
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match. This is to be compared with P_ = 1077 if we had ao

+

repetition code. This result, which gives close to three orders
of magnitude improvement is not surprising since the data rate

has been reduced by %. Therefore, in terms of processing gain:

Boe B
P.G. = Bni; = gF and if R' = % R; P.G.' = 3 P.G. This is 3
A -

4.7 dB increase. If there is bandwidth to "burn” then repetition
codes do offer protection for a frequency hopper against partial-
band jamming. A design example will illustrate.

Design Example

et R = Binary data rate

BRP = Radio frequency (one-sided) bandwidth

N = Number of frequency hop channels
T = Hop rate

M = Number of hops per bit

J = Number of spot jammers

It is assumed that each of the spot jammers is of sufficient

power to cause a chip error if the frequencies collide.

M

1
Then Pe = (Df/Z") pth‘ where p = J/N and [x] = smallesz

integer > x. Then since orthogonality requires that N = BRPT and

R = %T’ combining terms we get:
J JMR -
P23 = (A.27)
¥
M tM/2:
and Py = (C.\t/:})pL /22 ca.29)




We usually specify Py R, and 3 and we need to0 solve for M

necessary to deny the jammer a partial band advantage. Instead
we will illustrate the behavior with M of P, with the 3pr 2s

a parameter. This is illustrated in figure A.16 for Bap =
10MH:z and 40 MHz. The minimum at 10 MHz occurs at about M = 5
while at 40 MHz P, is minimized at about M = 11. The information
rate is fixed at 1KBPS and the number of jammers is assumed to
be 100. With even greater bandwidth a lower P, is achievable
but the data rate rem.ins the same. The problem is that this
repetition code is very wasteful of the bandwidth since similar
reductions can be obtained by the use of a more sophisticated
code.

To achieve a large distance between codewords with more bits/
chips, (more than 1/M as in repetition codes) it is advantageous
to use a multialphabet code. Multialphabet codes are natural
for frequency hopping since it is straightforward to identify
each of the alphabet symbols by a particular frequeancy. For z-ary
alphabet with g = ps (2 prime raised to any integer power) the

class of Reed-Sclomon (R-S) codes can be constructed with (n,k) =

(g-1, q-d). =2 is the number of channel digits, k is the number

of information digits, q is the alphabet si:e, and 4 is the minimum
distance, such that the codewords have the greatest possible
minimum distance for a specified (m, k). In this sense the R-S
codes are optimal. For example if q = 23 =8, d=6; (n, k) =

(7, 2) then a codeword consists of 7 octal digits, two of them

being information digits. Thus 2 seven digit werd contains 6
6

= 8z = 64 codewords. Since the

bits and there are therefore 2
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distance is 6, a j er must cause at least four errors to result

in an undetected symRol error. A repetition code would have

th

required 9 chips for
2/7 or 28%.

The R-S codes have

e same performance. This is a savings of

he further property of 1) being almost
arthogonal, 2) being easily encodable, and 3) having a sufficient
algebraic structure to allow for a variety of decoding algorithms.
The R-S codes are constructed using a finite 2@ or GF(2%)
rithmetic. For example for the arithmetic of 25 = 8 elements
the multiplication and addition table is shown in figure A 17.

The encoder is a mapping of octal doubifts (6 bits) into octal
septuplets. The seven elements of the octal codework Cq» CZ’

C3, Cy» CS’ C6' C, are obtained from the two data elements a, 8

by the equations

g T B8 C. = g + 68

: “
C, = o+ 48 Ce = a+ 78 N
C, = c + 28 C,= o+ 38

C4 = g + 358

where o, 8 are elements of GF(2) and satisfy the addition and
multiplication table of figure A.17. The implementation using
binary registers is shown in figure A.18. Reed-Solomon and other
nonbinary codes are ideally suited to being implemented in a
frequency hopping system since the alphabet symbols can be
represented by different frequencies. For example, in figure

A 18, the eight digits are represented by eight cffset freguencies
separated by 22 Hertz. Thus the operation of the encoder in this

case and shown in figure A.18 proceeds from capturing a block
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Figure A.17

R-S CODE ARITHMETIC ON OCTAL DIGITS GrF(8)
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Figure A.18
@ R-S ENCODER

Ci =g+ § Cs = a + 68
E C2 = a + 48 Ce= e+ 78
Cy = ¢ + 28 C} = a+ 38
Cu = a + 58 ¢, 8 = GF(8)
[=4
1| o |1 C; € €5 Cu C; C¢ Cy
g?“ i 10| 1]0 oo 1|1
O ~{o[- 1o [2]1]1 [o
ﬁc;ﬁg} >I1l 2lo | 200 [o
L 1|0 b] 1 7 0 3 2 6 4
8 CODEWORD
DIGITS | FREQ (£, + )
; 1 |
6 . 54
5 34
4 +4
3 -4
2 -38
1 _ il . w58
0 -78
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of 6 data bits (2 octal digits) given.as 2, 3 = 101, 190 and

yielding seven octal digits 1703284. These later digics ia tum
induce a frequency hop shown as a typical word in figure A.1S.

The numbers and the transmission format are those used in TATS
(Tactical Transmission System). A block diagram of the transmitter
in figure A.20 shows not only the R-S freauency hop code

but the major frequency hopping which can be invoked when A/J
conditions required it.

Figure A.21 shows the receiver-decoder. A bank of matc%ed
filters is used to detect the R-S symbols (incoherently). The
maximum output is quantized (for soft decisions) and is used to
establish a rsceived word. The decoding can be accomplished
algebraically using the Berlekamp algorithm if hard decisions
are used. The decoder may require the ability to do arithmetic
over (GF(8) and to intevactively solve simultaneous equations

over that field.
A.1l1 Digitally Controlled Frequency Synthesis

The fundamental component in a frequency hopping svstam is
a synthesizer which has the following properties:
* Fast hopping rate (of the order of lusec or less)
+ Low spurious response
 Fast settling time
+ Digital control
All of these requirements can be met with a direct frequency

synthesis technique which caa be modulari:zed iato a sequence of

(£requency) divide and (base frequency) add cperations. The
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Figure A.19a
TRANSMISSION TORMAT (78igit R-S)
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Figure A.20

Frequency Hopping Transmitter with R-S Encoding
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basic idea is illustrated in figure A.22. Here we see two stages

0f a possible S stage svstem. The X base frequencies and th
KEE subharmonic of the center frequency, fc may all be éerived
from a single master oscillator. At each stage there is a
mixer-band pass filter which serves to derive the sum frequency
of H input followed by a divide by X frequency divider. The
divider is omitted in the last stage. A gate selects which one
of the X base frequencies is chosen at each stage. Thus the
control bit at each stage consists of log, X binary digits.

An example here illustrates the operation of the synthesizer.
We wish to construct a selection of one of eight frequencies,
spaced by 1 (unit frequency) and having a band centerof 10 (Ec =
10). Figure A.23 defines the provlem and shows that the twe
base frequencies fl = 3 and fz = 7 are required if 3 stages aTe
used (23 = 8). The details ‘are further illustrated in figure A.24
where we follow the outputs of stages 1, 2, and 3 respectively to
finally achieve the objective. Notice that the control in this
instance is 3 bits, one per stage. Had we employed say 10

stages with one bit each we would have achieved Zlo

= 1024
frequencies. Alternatively we could have 2 bits per stage and S
stages for ghe same result. In that case four base frequencies
would be necessary but faster settling time would be achieved
since the signal would have to propagate through half as many
filters and frequency dividers.

Ne summarize by listing the advantages and disadvantages

of digitally conz=rolled synthesizers currvently available.

- 224 -




STAGE 1 ¢ STAGE 2
. ) '
£ '
= 1
K= uxx a?F #K > MIX BPF = ¢k
{
]
(
(1
5 | . !
. - GATE £ N
X N £ t GATE
T~ , Kt !
-ooo' Co- ' K l /\000 1
¢ {
BINARY ! BINARY '
_ CONTROL : CONTROL [
t

K base freg spaced ¢f and symmetrical about fc 5§£

Number of output fregs
= N = K3

S = § Stages

Output Spacing Af = §£ %

or £ = 571 az

Figure A.22
DIGITAL CONTROLLED FREQ SYNTHESIS (ITERATED

DIVIDE AND ADD)
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Figure A.23
FREQ SYNTHESIS - EXAMPLE

K = § base freqg.
§f = base freg. separation ]
N = &5
£_ = centasr freg,
§2 = 2571 At : i
I£X =2, s=3 then §£ = 44f and ¥ = 2°
Suppose AZ = 1, tien df_- 4
Suppose f;‘;'ld

Then chcose base frsgs s.t.

X
1 10 ’ Lo
g':z: £, =5 ’
i=m)

CR

fl =3, fz = 7

(6€ = 4)
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Figure A.24

Frequency Synthesis Example - Cont.

2 iU A O I 5183577 i B Al o3

STAGE 1
INPUT(S) CONTROL ) ADD $2
5 0 3= g 4
1 7 =12 6 .
STAGE 2 & gf
4 00 3= 7 3.5
¢ 01 7 =11 5.5
6 10 3= "9 4.5
6 1 7 = 13 6.5
STAGE 3 L
3.5 000 3= 6.5
3.5 001 7 = 10.5
5.5 010 3= 8.5
5.5 011 7 = 12.5
4.5 100 3= 7.5
4.5 101 7 = 11.5
6.5 110 3= 9,5
6.5 111 7 = 13,5
6.5 7.5 8.5 9.5 fc’l" 10.5 11.5 12.5  13.5
| | | | | I ]
000 100 010 110 001 101 011 111 !
2% = 1 i
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DIRECT SYNTHESIS ADVANTAGES
+ Fast switching (0.lu sec) and settling time

-
-7

. Sxtremely fine resolution (10~ Z oT Detter)
* Good spurious rejection (60 - 100 dB)

» Low phase jitter

- Wide bandwidth (>10° MHz)

* Digital control

*+ Modular

DISADVANTAGES
+ Limited pefcentage BW
+ Large number parts

+ Cost
A.12 Frequency Hopping Acquisition and Tracking

One of the principal reasons for using frequencv hopping
as a means of spread spectrum is due to the fact that very rapid
acquisition is achievable without sacrificing processing gain
during the acquisition process. Perhaps the simplest acquisition
process to examine is the sliding sequential search similar to
that used in PN sequence acquisition. In frequency hopping,
the autocorrelation function width (in seconds) depends only on
tﬁe nopping rate (see figure A.12) as it does in direct sequence
signals. Unlike direct sequence signals however, the processing
gain is not determined by the hopping rate but rather by the
number of frequencies vsed in the pseudorandom hoo pattern.
This allows us the flexibility of having a slow hop with broad
autocorrelation function and consequent broad timing tclerance for
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rapid acgquisition, while still permitting full and arbitrary

processing gain to be achieved by using a sufficient number of

frequencies. The acquisition time is given by i

= k _sec 1l chips 2 i

Tacq " R chip * T “sec X ¢° .
where Xk = # bits/chip searched ?
i

R
T

# bits/sec (data rate) ;

i e, il s

duration of a chip (sec)

[P
it K e a2 wi +

§t = timing uncertainly (sec)
The expression for acquisition time assumes that either we i ]
have previously acqguired and have lost signal so that reacquisition
is attempted with an accumulated timing uncertainly of 5t seconds
or else that some prearranged preamble begins the acquisition
sequence but an uncertainty of &t seconds is introduced in the
process. The acquisition time is simply the time it takes to

search the ¢t seconds. In terms of chips this is simply %; chips g

in order to integrate over the data rate so that full correlation
processing gain is achieved, we must spend § seconds for each
chip that is searched. As an example for fast hopping, suppose

k=3, R=1K38PS and T = 1lu sec (hop rate of 1 MH:). Suppose

that clock stability is 0.1 ppm (10'7) and communication is ;
7 x 10% =« 1 ms. ]

Then the clock drift would have accumulated at most %%% = 1000

disrupted for 10,000 seconds (<3 hrs) then § + = 10

chips. Since we must spend 3 ms/chip the acquisition time is at
most 3 seconds. For the same example, if we needed a processing

X 4 . - s ,
gain cf 40 dB we woudl use 10 <frequencies cf a total bandwidth f

- of 10 MHz. 1If we needed 50 dB3 we would use 10° frequencies, etc.
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Constant envelope r.£f. signal makes linear power amplier
unnecessary

Near ¢ far ratic tolerable = 107 '
(= 20 dB loss for line of sight radio link)

Most jammers equivalent to noise

Timing accuracy needed <0.1 BRP-I

Frequency accuracy needed <0.1 R (R is data bank rate)

Slow acquisition unless parallel processing on matched
filters are used

Tacq = 3 x (P.G.) x 8t (8t is timing uncertainty)

Effective against "look-thru'" repeater provided codes are long

High spurious responses when partial period correlation
takes place or when data rate is integrally related to code
repetition rate

Code imbalance and/or equipment misalignment can obliterate
anti-jam protection

Erequency Hopping

Almost arbitrary band spreading is possible. Can cover
entire technology band. Ex. Bpe = 1.5 GHIZ at 10 GHZ with
1500 frequencies spaced 7XHZ apart.

Processing gain is independent of hopping rate -

Effectively an interference avoidance scheme rather than an
interference averaging system

No code imbalance or equipment alignment problems

Constant envelope signal




R L

The acgquisition time would still be 5 seconds. By contrast, if
a direct sequence svstem were used that required'40 dB of processing
gain with the same information rate (1kBPS) then a PN chip rate
of 107 Hz would be needed. Using a serial search over 1 ms
requires that we search through 1 ms/0.lus = 10,000 PN chips.
At 3 ms/chip this would require 30 seconds. For slow frequency
hopping, the result is even more dramatic. For example if the
hop rate was once per millisecond then the acquisition time for
the frequency hopping system would be 3 ms! Slow hopping has
the disadvantage of being vulnerable to repeater jamming.
Freguency hopping acquisition also lends itself to even further
inprovement in acquisition time (as does PN direct sequence
spread spectrum) by the use of multiple processors and matched

filters.

A.13 Comparison of PN Diiect Sequence and'Frequency Hopping

We conclude this appendii on frequency hopping by a briedf
point-by-point comparison of the benefits of frequency hopping
and PN direct sequence spread spectrum modulation. °

Pseudo-Noise

* Binary shift register generators

Current-day limit BRF = 100 - 400 MH:z

o Effective against multipath greater than 1 chip

Suitable for accurate ranging and timing

» Selective addressing possible for multiple access
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Partial band jammer may be effective unless coding is
employed

Lends itself well to nonbinary coding which is effective
against burst erraors

Selective addressing paossible

Timing accuracy required is <0.1 Tc (Tc is the chip
inferred, seconds)

Frequency accuracy required is <0.1 R

Near # far ratio tolerable = I0 >

Siow hop rates easy to achieve and permit very rapid
acquisition

Teq = 10 R"! (milliseconds)

Not suitable for accurate rénging and timing

Fast hopping requires an expensive digitally controlled
frequency synthesiser

May be used as a3 preamble for fast acquisition of PN system
or in hybrid configuration




